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Abstract :  This report examines the influence of artificial intelligence (AI) on consumer decision-making through the Technology 

Acceptance Model (TAM), focusing on how companies can better communicate their AI-enabled digital products. As AI becomes 

a key driver of brand engagement, understanding consumer perceptions of trust, perceived usefulness, and awareness is critical for 

influencing purchase intentions and behavior. Using survey data and TAM constructs, this study identifies how trust in AI-generated 

content and consumer consciousness of AI technologies directly affect attitudes toward AI products, ultimately shaping purchase 

decisions. Key insights include the importance of clear, transparent communication and emphasizing the functional benefits of AI-

driven products. The findings offer actionable recommendations for companies to strategically communicate AI technologies in 

ways that enhance consumer trust and drive engagement. These recommendations are designed to aid businesses in aligning their 

digital product messaging with consumer expectations, thereby influencing decision-making and fostering adoption. Limitations 

and future research directions are discussed to expand the practical applications of AI in digital marketing. 

 

1.INTRODUCTION 

Over time, technology has consistently been essential to maintaining the brand's relevance. As technology has been more widely 

used, some brands have sought to take advantage of this development to improve user experience and, in turn, attempt to sway 

consumer behavior. Among the more prominent examples of such technology are chatbots and artificial intelligence. AI 

technologies are being used increasingly to automate tasks that require a lot of human labor, like content creation, customer service, 

and data analysis. (Smith, 2020). By integrating technology into their applications and storefronts, brands want to both engage and 

deliver convenience to their customers by creating a simple, engaging environment. Numerous big corporations, including Nike 

and Adidas, have embraced this concept. 

The impact of technology on consumer thought processes in the marketing industry, particularly in retail, has been extensively 

studied (Singh & Thirumoorthi, 2019). AI's influence on customer behavior, particularly in e-retailing, has been a focal point, 

emphasizing its user-friendly nature and enhancing customer knowledge of its application in the e-commerce sector (Bhagat et al., 

2022). The manner that brands have started to promote themselves has changed along with the customer experience. Personal health 

care is a prime business to gauge public confidence in artificial intelligence (AI) and other cutting-edge technologies. To do this, 

we must observe how people accept lifestyle decisions and equipment that is monitored by AI (Kyung & Kwon, 2022).To improve 

brand engagement, managers should focus on three key aspects of artificial intelligence: accessible, interactive, and dynamic 

(Hermann et al., 2023). The study investigates how brand engagement in digital marketing efforts could be enhanced by augmented 

reality (AR). It investigates how consumers perceive and engage with augmented reality (AR) experiences, showing a positive 

relationship between brand interaction and consumers' evaluations of AR interactions. The findings demonstrate that augmented 

reality (AR) has the ability to dramatically affect consumer engagement and purchase intent, especially in younger and lower-

income demographics.  

Important areas of research in any sector include the disclosure of AI's role in brand communication and its effects on perceptions 

of brand sentiment and authenticity. With AI-generated content becoming more and more common in marketing campaigns, there 

is a growing interest in understanding how consumers interpret it and whether identifying AI as the producer influences their 

opinions and actions. In response to early doubts about the veracity and authenticity of content produced by artificial intelligence, 

researchers are examining the impact of transparency on consumer trust and brand perception. A recent study shows that individuals 

do not always find a brand's voice to be emotive or genuine when AI is identified as the author of a document (Chen & Lee, 2023). 

Indeed, some data suggests that consumers would be open to receiving AI-generated material if they think it is pertinent, useful, 

and consistent with the brand's identity and core values. These results highlight the potential advantages of artificial intelligence 

(AI) in marketing. Additionally, research has examined the profound impacts of AI on consumer experiences and brand preferences 

in the banking industry. This illustrates how AI-driven initiatives can provide distinctive qualities and transform brand interactions 
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(Ho & Chow, 2022). After that, the study turns to the rapidly developing subject of artificial intelligence speech, delving into the 

nuances of how people perceive similarity and the positive impacts it has on attachment, perceived interaction, and intention to buy 

(Kim et al., 2022).  

Despite progress, critical gaps remain in our understanding of the marketing effectiveness of developing technologies, 

notwithstanding improvements. "Exploring the Effectiveness of Augmented Reality in Enhancing Brand Engagement: A Study of 

Digital Marketing Strategies," a 2023 report on augmented reality marketing concedes the need for further research to fully grasp 

its impact and optimization. Similarly, research on AI intervention's comparability with human intervention lacks comprehensive 

theoretical frameworks and mediating variables (Chen et al., 2023). Furthermore, greater research across industries and 

demographics is required due to the increasing usage of AI in influencer marketing (Sands et al., 2022). Additionally, although AI 

meets the needs of brands, it is also playing a bigger and bigger role in meeting the needs of consumers, as demonstrated by chatbots 

(Cheng & Jiang, 2021).  

Comprehending user feedback on assessments generated by artificial intelligence systems is essential for comprehending modern-

day consumer behaviour. Our study, led by Lopez & Garza (2023), explores topics such as transparency and trust in order to clarify 

how people engage with AI systems. In particular, using the Technology Acceptance Model (TAM) as a framework, our study 

attempts to investigate the complex linkages that exist between consumer behaviour toward AI-generated content, trust, and 

consciousness. We want to provide insight into the emotional variables impacting consumers' purchase intention and behavioural 

intention to use AI-generated content by studying how they perceive and interact with it. By conducting a thorough analysis that 

covers trust, consciousness, perceived usefulness, and simplicity of use, our research aims to identify the psychological mechanisms 

that support consumers' reactions to marketing efforts that use artificial intelligence. 

Our work aims to close the gap between logical decision-making processes and emotional components of consumer behaviour by 

extending the TAM model. By adding emotional elements like trust and consciousness to the TAM framework, we recognize the 

complexity of consumer-brand relationships in the digital era. With the market becoming more and more AI-driven, this strategy 

seeks to give marketers insightful information to help them optimize their approaches. Furthermore, by connecting these variables 

to real purchase behaviour, our research hopes to further knowledge of the affective aspects driving behavioural intents to use AI-

generated content as well as buy intentions. By reorienting the focus from rational decision-making processes to the emotional 

dimensions of consumer behaviour, this innovative methodology enhances earlier research. 

 

2. LITERATURE REVIEW 

The literature reviewed emphasizes the integration of emotional elements, particularly trust and consciousness, into the Technology 

Acceptance Model (TAM) to assess artificial intelligence's (AI) impact on consumer behaviour. Trust is a focal point in the 

advanced TAM framework, indicating how AI’s accuracy when presenting numerical data enhances belief and positive intentions 

for actions of consumers consequently affecting their acceptance of AI technologies (Kim et al., 2021). This is modification 

acknowledged the extent to which consumers carry on interpersonal transactions with AI beyond ease of use to emotional 

involvement and psychological responses towards AI systems. Research has shown that credibility of artificial intelligence is pivotal 

in shaping consumer experiences hence need for AI systems that are not only accurate but also communicates its findings 

transparently in order to gain trust (Khan & Mishra, 2024). Also, hashing consciousness into TAM shows how much consumers 

knows about ethical issues related to AI technology since it is believed by some scholars that more conscious consumers perceive 

AI’s functional benefits as ethically inappropriate (Khrais, 2020). The relationship is critical as it determines whether or not a 

consumer will use an artificial intelligence-powered product or service. 

Additionally, this can be seen from studies conducted by Davenport et al. (2019) and Deng et al. (2019), who found out that even 

though personalization through AI might have great effects on consumer behavior there is need to maintain customer trust 

specifically in terms of data utilization while customizing customer experience. It cannot be gainsaid that explainable AI (XAI) 

plays a big role in this respect, as it caters for the request made by customers on transparent and understandable operations of AIs 

so as to build trust among them. (Khrais, 2020). 

Consequently, including such emotional aspects like trust and consciousness would lead to a complete understanding of how AI 

influences customer behavior using TAM model. It does not only recognize usability and ease-of-use as important but also 

emphasizes the emotional and moral dimensions associated with accepting technological advancements. This calls for further 

research into this expanded model addressing the interaction between these emotions aspects with traditional TAM variables 

regarding consumer acceptance or usage of AI. In this way, we will be able to understand the relationship between consumer and 

AI better and be provided with relevant insights for marketing and consumer research participants in academia and industry. 

Now we are going to substantiate pair-wise construct and conclude to draw our Direct and Indirect hypotheses. We will also 

discuss why the particular hypothesis that we have drawn is important and interesting. 
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3. PROPOSED MODEL 

  

 
Figure 1: Diagram of Theoretical Model 

                                                                             

3.1 List of Hypotheses 

 

Trust Hypotheses: 

 H1: Trust in AI content positively influences consumers' perceived usefulness of the AI brand content. 

 H2: Trust in AI content positively influences consumers' perceived ease of use of the AI brand content 

Consciousness Hypotheses: 

 H3: Consciousness about AI content positively influences consumers' perceived usefulness of the AI brand content. 

 H4: Consciousness about AI content positively influences consumers' perceived ease of use of the AI brand content 

Perceived Usefulness Hypothesis: 

 H5: Perceived usefulness of the AI brand content positively influences consumers' attitude towards using it. 

Perceived Ease of Use Hypothesis: 

 H6: Perceived ease of use of the AI brand content positively influences consumers' attitudes towards using it. 

Attitude Hypothesis: 

 H7: Consumers' attitude towards using the AI brand content positively influences their purchase intention. 

Purchase Intention Hypothesis: 

H8: Consumers' purchase intention towards using the AI brand content positively influences their actual purchase behavior. 

 

4. METHODOLOGY SECTION 

 

4.1 Scale Measurement 

In this study, several constructs were measured using established scales adopted from previous research. Trust in AI was assessed 

using a scale consisting of 5 items, adapted from the work of Bleier et al. (2019). Consciousness was evaluated through a 7-item 

scale derived from the study by Shahzad et al. (2024). Perceived usefulness was measured using a 7-item scale based on the 

instrument developed by Davis (1989). Perceived ease of use was assessed with a 7-item scale adapted from Fu et al. (2016). 

Attitude was measured using a 5-item scale drawn from Kirkby et al. (2023). Purchase intention was evaluated using a 5-item scale 

adopted from Venkatesh et al. (2003). Finally, actual purchase behavior was assessed using a 5-item scale adapted from Wee et al. 

(2014). All scales utilized a Likert scale ranging from 1 to 7, allowing participants to indicate their agreement or disagreement with 

each item. These scales were selected based on their reliability and validity in previous studies, ensuring the robustness of the 

measurement approach in this research. 
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4.2 Questionnaire Set 

 

1.Construct: Trust in AI content (Bleier et al.,2019) 

1. I feel very confident about AI’s abilities 

2. AI appears to be well-qualified in the area of e-commerce. 

3. AI appears to try hard to be fair in dealing with others. 

4. I like AI’s values. 

5. Sound principles seem to guide AI’s behavior. 

 

2.Construct: Consciousness/ Awareness (Shahzad et al. , 2024) 

1. I possess knowledge about the use of AI applications. 

2. The experience using AI-enabled shopping has been great 

3. I follow the news about AI 

4. I discuss AI with people around me. 

5. I understand AI. 

6. I read about the issues of AI. 

7. I follow the developments of AI. 

 

3.Construct: Perceived Usefulness (Davis, F. D. ,1989) 

1. My job would be difficult to perform without AI. 

2. Using AI gives me greater control over my shopping 

3. Using AI saves me time 

4. AI enables me to accomplish tasks more quickly.  

5. Using AI reduces the time I spend on unproductive activities 

6. Using AI improves my shopping performance 

7. Using AI improves the quality of the shopping I do 

 

4. Construct: Perceived Ease of Use(Fu et al. 2016) 

1. I find the AI easy to use.  

2. I find it easy to get the AI to do what I want it to do 

3. Interaction with the AI is difficult.  

4. The AI is flexible to interact with.  

5. It is easy for me to remember how to perform tasks using the AI. 

6. Learning to operate the AI is easy for me. 

7. My interaction with the AI is clear and understandable. 

 

5.Construct: Attitude (Kirkby et al . , 2023) 

1. I find the AI appealing  

2. I find the AI good 

3. I find the AI pleasant 

4. I find the AI favourable 

5. I find the AI likable 

 

6.Construct: Purchase Intention (Venkatesh et al., 2003) 

1. Describe your overall feeling about the AI-enabled purchase 

2. Do you intend to buy through AI-enabled means 

3. You have a high purchase interest through AI-enabled means. 

4. You are definitely buying through AI-enabled mode 

5. You will probably buy using AI-enabled means 

 

7. Construct: Actual Purchase Behaviour (Wee et al., 2014) 

1. I often buy products suggested by AI 

2. I would buy products suggested by AI in the near future 

3. I often buy products suggested by AI on regular basis.  

4. I often buy products suggested by AI due to its ease. 

5. I often buy products suggested by AI due to its usefulness. 
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4.3 Sampling Design 

 

For this study, a sample size of 277 responses was determined to achieve adequate statistical power and representativeness for the 

research objectives. Surveys were utilized as the primary data collection method, allowing for efficient gathering of data from a 

diverse range of participants. The sampling method employed was convenience sampling, wherein participants were recruited based 

on their availability and willingness to participate in the study. This approach was chosen for its practicality and feasibility within 

the study's timeframe and resource constraints. The sampling frame comprised individuals who had access to the survey platform 

utilized for data collection. It's worth noting that while convenience sampling may introduce some limitations regarding 

generalizability, efforts were made to ensure diverse representation within the sample to mitigate potential biases. Overall, the 

selected sample size and sampling method were deemed appropriate for addressing the research questions and objectives of the 

study. The following contains the demographic information of the frame sample. 

 

 
 

Figure 2: Demographic Information – Gender Distribution 

:  

 

 
 

Figure 3: Demographic Information – Educational Qualification 

 

 

 
 

Figure 4:  Demographic Information – Age 

 

 
 

Figure 5: Demographic Information – Regional Distribution 

 

 

 

 

 

 

4.3.1 Demography of Participants  

The demographic characteristics of the participants are summarized as follows:  
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Gender: The majority of respondents were male (65.6%), followed by female respondents (34.4%).  

Age: The age distribution of participants varied, with the majority falling in the age range of <30 (81.8%), followed by 30-40 

(7.2%). 

Educational Qualification: Participants represented diverse educational backgrounds, with the highest proportion holding a Master's 

degree (47.8), followed closely by those with a Bachelor's degree or equivalent (42.3%).  

Geographic Location in India: Participants were distributed across various geographic regions in India, with the highest proportion 

from the North (55.07%), followed by the South (18.9%) and West (12.6%).  

 

4.4 Reliability Measure 

 

The reliability test, often assessed using Cronbach's alpha, is crucial for ensuring that the items in a questionnaire or scale produce 

consistent and dependable measurements of the intended constructs. A Cronbach's alpha value greater than 0.7 is generally 

considered indicative of good reliability, although researchers should interpret this threshold in the context of their specific study 

and measurement instrument. In our case the items in the construct strictly follow the reliability criteria, hence the Chronbach alpha 

reliability Test is passed by all the items in each construct. 

 

In this study, reliability indices were computed to assess the internal consistency and stability of the measurement scales utilized 

for various constructs. The reliability analysis revealed strong reliability coefficients across the constructs measured. Trust in the 

AI system demonstrated a high reliability index of 0.944, indicating a high degree of internal consistency among the items 

comprising the trust scale. Similarly, consciousness, usefulness, and use of the AI system exhibited reliability indices of 0.877, 

0.888, and 0.895, respectively, suggesting robustness in measuring these constructs. Attitude towards AI, purchase intention, and 

actual purchase behavior also demonstrated satisfactory reliability, with indices of 0.824, 0.865, and 0.852, respectively. These 

reliability coefficients signify that the measurement scales employed in this study have strong internal consistency, enhancing 

confidence in the validity and accuracy of the data collected for analyzing the relationships between the variables under 

investigation. 

 

 
Figure 6:  Reliability Indices 

 

 

4.5 Validity Testing 

Initially, the data underwent a thorough cleaning process to eliminate incomplete responses, disengaged participants, and outliers. 

Incomplete responses exceeding 10% were discarded, while those below 10% were imputed with the median of the remaining data 

points. To identify unengaged respondents, a criterion of 10% of the maximum Likert rating (7) was applied, removing any 

responses with a standard deviation below 0.7. Outliers were identified using Z-scores, with data points lying beyond the critical 

value (at a 99.9% probability) being excluded. Normality was assessed using Kurtosis values, with values within the range of +/-2 

being considered acceptable. Following this rigorous cleaning process, the dataset was reduced to 277 responses from the original 

323. 

Subsequently, Confirmatory Factor Analysis (CFA) was conducted using 'Jamovi' software to validate the proposed measurement 

model. Factor loadings were obtained for each item, and those with scores below 0.5 were excluded from further analysis, as low 

factor loadings suggest insufficient impact on the respective factor. Additionally, it was ensured that the average factor loading for 

each construct was 0.7 or higher, with items dragging the average below this threshold being eliminated.  
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Figure 7: Confirmatory Factor Analysis 

 

 

 

4.5.1 Convergent Validity 

 

Convergent validity is a type of validity assessment used in psychometrics and research methodology to determine the degree to 

which different measurement tools or scales that are theoretically supposed to measure the same construct or concept actually do 

so. When evaluating convergent validity, researchers typically look at various statistics derived from the data, such as factor 

loadings, average variance extracted (AVE), and omega coefficient (ω).  

1. Factor Loadings: In the context of factor analysis, factor loadings represent the strength of the relationship between each item 

and the underlying construct. Higher factor loadings indicate stronger relationships. For convergent validity, researchers expect to 

see high factor loadings for all items on their respective constructs. 

2. Average Variance Extracted (AVE): AVE is a measure that represents the amount of variance captured by the construct in 

relation to the variance due to measurement error. It is calculated by averaging the squared loadings of the indicators on their 

respective construct and should ideally be greater than 0.5 to demonstrate convergent validity. A higher AVE suggests that the 

construct explains a substantial proportion of the variance in its indicators. 

3. Omega Coefficient (ω): Omega coefficient is another measure of internal consistency similar to Cronbach's alpha but provides 

a more accurate estimate when the scale items are not tau-equivalent (i.e., have unequal factor loadings). Omega coefficient (ω) 

greater than 0.7 indicates good internal consistency. 

 

Condition to pass the convergent validity test for a construct: 

- Each value of Omega 1 (ω) shall be greater than 0.7: This ensures that the items within each construct are internally consistent 

and reliably measure the same underlying construct. 

- Each value of AVE shall be greater than 0.5: AVE represents the proportion of variance in the indicators that is due to the construct 

itself rather than measurement error. A value greater than 0.5 indicates that the construct explains a substantial amount of variance 

in its indicators. 

-Omega 1 (ω) shall be greater than AVE for each construct: This criterion ensures that the construct explains more variance in its 

indicators than what can be attributed to measurement error alone, reinforcing the convergent validity of the construct. 

In summary, convergent validity is assessed by examining the relationships between items and constructs, as well as various 

statistical indicators such as factor loadings, AVE, and omega coefficient. Meeting the specified criteria for these indicators provides 

evidence that the measurement tool effectively captures the intended construct. 

In our research, each of the applicable conditions mentioned above are passed for each construct and hence the constructs are 

Convergently Validated. 
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Figure 8: Convergent Validity 

 

4.5.2 Discriminant Validity 

 

The Heterotrait-Monotrait Ratio of Correlations (HTMT), also known as the Discriminant Validity test, is a statistical method used 

to assess whether constructs in a research study are empirically distinct from one another. Discriminant validity is crucial in research 

because it ensures that measures intended to capture different constructs do not overlap too much, indicating that they are truly 

distinct concepts rather than being indistinguishable from one another. HTMT is a relative measure that compares the correlat ions 

between indicators of different constructs to the correlations between indicators of the same construct (monotrait-heteromethod 

correlations). It provides a way to quantify the extent to which the constructs differ from each other relative to the amount of 

variability within each construct. 

1. Calculate Correlations: Compute correlations between all pairs of constructs in your study based on their respective indicators 

or items. 

2. Compute HTMT Values: For each pair of constructs, calculate the HTMT value by dividing the average correlation between 

indicators of different constructs (heterotrait-heteromethod correlations) by the average correlation between indicators of the same 

construct (monotrait-heteromethod correlations). 

3. Interpretation: Evaluate whether the HTMT values meet the threshold for discriminant validity. The common threshold used is 

that the HTMT value for each pair of constructs should be less than 0.85. If the value exceeds this threshold, it suggests that the 

constructs may not be sufficiently distinct from each other. 

The condition to pass the HTMT test for discriminant validity is that the value of each non-diagonal element in the HTMT matrix 

(i.e., the off-diagonal elements representing pairs of different constructs) should be less than 0.85. This indicates that the constructs 

are sufficiently distinct from each other, as correlations between indicators of different constructs are not too high relative to 

correlations within the same construct. As shown by the above discriminant table all the non-diagonal elements are less than 85% 

indicating that each construct is distinct from the other. 

 

 
 

Figure 9: Heterotrait-monotrait ratio 

 

 

4.5.3 Model Fit Test 

 

Chi-square Test: 

The Chi-Square test is a valuable tool for analyzing associations between categorical variables. By comparing observed and 

expected frequencies, it provides insights into whether there is evidence of an association between the variables of interest . The 

χ²/df ratio is a useful measure to assess the goodness-of-fit of the model, with lower values indicating better fit. 

When evaluating the goodness-of-fit of a Chi-Square test, particularly for models with a single degree of freedom (simple models) 

or multiple degrees of freedom (complex models), a common guideline is to assess the ratio of the Chi-Square statistic to its degrees 

of freedom (χ²/df). For a simple model, a ratio less than 2 indicates good fit, while for a complex model, a ratio less than 3 suggests 

good fit. This indicates that the observed frequencies are close to the expected frequencies, supporting the adequacy of the model. 

 

 
Figure 10: Chi-square Test 
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CFI and TLI Test 

Comparative Fit Index (CFI): CFI compares the fit of the hypothesized model to a baseline model (typically a null or 

independence model). It ranges from 0 to 1, with values closer to 1 indicating better fit. CFI values above 0.90 are generally 

considered indicative of acceptable model fit, although some researchers may use a slightly higher threshold, such as 0.95, for 

stricter criteria.  

Tucker-Lewis Index (TLI): TLI, also known as the Non-Normed Fit Index (NNFI), compares the fit of the hypothesized model 

to a baseline model similar to CFI. Like CFI, TLI values range from 0 to 1, with higher values indicating better fit. A TLI value of 

0.90 or higher is typically considered indicative of acceptable model fit. Both CFI and TLI are incremental fit indices, meaning they 

assess the improvement in fit provided by the hypothesized model compared to a baseline model. They are robust to sample size 

and are widely used in SEM to evaluate model fit. 

In summary, CFI and TLI are widely used fit indices in structural equation modeling. A commonly accepted criterion for model fit 

is that both CFI and TLI values should be at least 0.90, although researchers may choose to use slightly higher thresholds depending 

on the complexity of the model and other considerations. These fit indices provide valuable information about how well the 

hypothesized model fits the observed data, helping researchers assess the validity of their theoretical models. As seen above the 

values of both tests are greater than 0.9, therefore the model developed follows a good fitment. 

 

SRMR and RMSEA 

SRMR is the square root of the difference between the residuals of the observed covariance matrix and the model-predicted 

covariance matrix. It is standardized, making it independent of the scale of the variables. 

RMSEA estimates the lack of fit in a model compared to a perfectly fitting model. It is based on the non-centrality parameter and 

takes into account the error of approximation in the population. 

The value SRMR is less than 0.05 and RMSEA is less than 0.08 indicating less variance from the predicted model and hence the 

model is fit. 

 

 
 

Figure 11: CFI and TLI 

 

 

 
 

Figure 12: Goodness of fit index 
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4.5.4 Path Diagram 

 

 
Figure 13: Path Diagram 

 

 

4.6 Test Type: 

Linear regression is a statistical method used to model the relationship between a dependent variable and one or more independent 

variables. It's one of the simplest and most commonly used techniques in statistics for understanding and predicting the relationship 

between variables. In a linear regression model, the relationship between the variables is assumed to be linear, meaning that changes 

in the independent variables are associated with proportional changes in the dependent variable. 

 

Key Components: 

1. Dependent Variable (Y): This is the variable that you want to predict or explain. It's also known as the outcome variable or 

response variable. In linear regression, Y is assumed to be continuous. 

 

2. Independent Variable(s) (X): These are the variables that are used to predict or explain the variation in the dependent variable. 

They're also known as predictor variables or explanatory variables. Linear regression can involve one or multiple independent 

variables. 

 

3. Linear Relationship: Linear regression assumes that there is a linear relationship between the independent variable(s) and the 

dependent variable. This means that the change in the dependent variable for a one-unit change in the independent variable is 

constant. 

 

4. Regression Equation: The regression equation represents the mathematical relationship between the dependent and independent 

variables. It's expressed as: 

   Y = β0 + β1*X1 + β2*X2 + ... + ε 

   where: 

   - Y is the dependent variable, 

   - X1, X2, etc. are the independent variables, 

   - β0, β1, β2, etc. are the coefficients (or slopes) representing the effect of each independent variable on the dependent variable, 

   - ε is the error term representing the difference between the observed and predicted values of the dependent variable. 

 

5. Assumptions: Linear regression relies on several assumptions, including linearity, independence of errors, homoscedasticity 

(constant variance of errors), and normality of errors. Violations of these assumptions can affect the accuracy and reliability of the 

regression results. 
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IV. RESULTS AND DISCUSSION 

 

  
Figure 14: Direct Hypothesis 

 

Table 1: Result 

 Dependent 

Variable 

Independent 

Variable 

p-value 

at 95% 

CI 

Significance at 

95% CI 

Significance at 

90% CI 

Significance at 

99% CI 

Hypothesis 1 Usefulness Trust <.001 Yes Yes Yes 

Hypothesis 2 Ease of use Trust 0.262 No No No 

Hypothesis 3 Usefulness Consciousness < .001 Yes Yes Yes 

Hypothesis 4 Ease of use Consciousness < .001 Yes Yes Yes 

Hypothesis 5 Attitude Usefulness < .001 Yes Yes Yes 

Hypothesis 6 Attitude Ease of use < .001 Yes Yes Yes 

Hypothesis 7 Purchase 

intention 

Attitude < .001 Yes Yes Yes 

Hypothesis 8 Purchase 

behaviour 

Purchase intention < .001 Yes Yes Yes 

 

 

Hypothesis 1 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that trust in AI content positively 

influences consumers' perceived usefulness of the AI brand content. 

Research on consumer behavior has shown that reliance is one of the key factors influencing attitudes held by consumers about 

technology as well as brands (Chen & Dibb, 2010). In turn, this improves its perceived value and usefulness to the consumers thus 

enhancing credibility. According to studies, users are likely to find AI systems useful if they have confidence in their content 

(Venkatesh & Davis, 2000). Such content is assumed to be trustworthy because it is of high quality, accurate, and relevant; hence 

it is deemed useful by its users (Siau & Wang, 2018). 

 

Hypothesis 2 

Result: The hypothesis is not statistically significant at any of the confidence intervals. We observe that hypothesis 2 is insignificant 

at 90%, 95%, or 99% confidence level as the p-value is 0.259. This means that perceived ease of use is not at positively affected by 

the trust a user places in technology. 

 

Possible Reasons for the outcome: 

Focus on Complexity and Familiarity: Researchers argue that the implications of the complexity of AI systems and technology 

literacy in terms of trust are more important than those relating to ease of use. In other words, if AI-driven content is user-friendly 

and people are used to dealing with AI, this implies that these factors can outweigh trust in influencing perceived easiness.  

Lack of Discrimination between Usefulness and Ease of Use: Trust may enhance the value of content, which directly affects its 

usefulness (Davis, 1989). This suggests that consumers might perceive convenience while interacting with AI-generated content as 

a design feature rather than criteria for determining its trustworthiness. 

 

Hypothesis 3 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that Consciousness about AI 

content positively influences consumers' perceived usefulness of the AI brand content. 

 

Hypothesis 4 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that Consciousness about AI 

content plays a significant role in predicting the value of perceived ease of use. 
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Hypothesis 5 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that the perceived usefulness of 

the AI brand content positively influences consumers' attitudes towards using it. 

 

Hypothesis 6 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that the perceived ease of use of 

the AI brand content positively influences consumers' attitudes toward using it. 

 

Hypothesis 7 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that consumers' attitude towards 

using the AI brand content positively influences their purchase intention. 

 

Hypothesis 8 

Result: The hypothesis is statistically significant at all the confidence interval levels. This means that consumers' purchase intention 

towards using the AI brand content positively influences their actual purchase behavior. 
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