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Abstract—Cardiovascular diseases (CVDs) are a major cause 
of global mortality, underscoring the necessity of precise pre- 
dictive models for the earlier detection and intervention. This 
paper presents a multi-algorithmic strategy utilizing machine 
learning to assess CVD risk. Our method combines several 
algorithms, including K-NN, Logistic Regression, Naive Bayes, 
and Decision Trees, to harness their individual strengths and 
address their weaknesses. We use a comprehensive dataset that 
covers lifestyle, clinical, and demographic variables to train 
and evaluate our model, ensuring robust performance across 
diverse patient groups. Our extensive experiments and validations 
shows that our multi-algorithmic model outperforms individual 
algorithms in concern with predictive accuracy. Additionally, we 
offer perpectives on the relative importance of various risk factors 
in CVD prediction, aiding physicians in targeted risk evaluation 
and personalized intervention strategies. Our findings underscore 
the effectiveness of a multi-algorithmic approach in enhancing 
accuracy and consistency of cardio disease prediction, leading 
to more proactive healthcare management and improved patient 
outcomes. 

Index Terms—CVD(cardiovascular Disease), Precision, Super- 
vised learning, Classification, Regression, 

 

I. INTRODUCTION 

Cardiovascular disease is a major health challenge globally, 

and early identification is crucial for effective treatment and 

prevention of complications. CVDs are the world’s largest 

cause of death, with an estimated 18 million fatalities each 

year, or roughly 32% of all deaths worldwide. The World 

Health Organization(WHO) estimates that low- to middle- 

income nations account for 75 percent of deaths from CVD. 

These figures highlight the critical necessity of cardio disease 

prevention and early identification, which can dramatically 

lower death rates. 

People in low- and middle-income nations frequently lack 

access to primary healthcare programs that would enable early 

identification and treatment of those who have cardiovascular 

disease risk factors. Individuals with CVDs who live in low- 

and middle-income nations have reduced access to quality, 

affordable healthcare that meets their needs. Because of this, 

many people in these nations experience late-stage disease 

identification, which causes them to pass away from CVDs 

and other diseases at a younger age—often during their prime 

working years. 

Recently, it has become a notable rise in interest in predictive 

developing methods for early recognition of cardio disease, 

fueled by the availability of health data and advancements 

in machine learning. This trend has resulted in a growing 

preference for machine learning techniques to improve the 

prediction precision. 

Notable algorithms in this area include Logistic Regression, 

K-Nearest Neighbor (KNN), decision trees (CART), and naive 

Bayes. Logistic regression is frequently employed for binary 

classification tasks, estimating the likelihood of cardio disease. 

KNN relies on proximity for classification, offering flexibility. 

Decision trees, such as CART, provide interpret-ability based 

on input features. The redundancy in logistic regression aside, 

the inclusion of naive Bayes highlights the exploration of 

probabilistic models, known for simplicity and efficiency in 

high-dimensional datasets. 

To address existing limitations, ongoing research seeks to 

improvise machine learning algorithms for cardio disease pre- 

diction. One approach is to integrate additional data sources, 

like genetic and environmental information, to boost predictive 

accuracy. Another focus is on creating interpretable methods 

that will uncover the underlying mechanisms of cardio disease. 

Despite promising results in means of cost-effectiveness and 

practical use, significant limitations remain. These models 

often fail to consider critical risk factors such as family history, 

lifestyle choices, and medication history. While they can be 

valuable for estimating heart disease risk, they should not be 

solely relied upon for diagnosis or treatment decisions. 

Plans to assess 4 widely used machine learning algorithms 

for predicting heart disease. We will evaluate their predictive 

accuracy, computational efficiency, and robustness using a 

publicly available dataset and a range of evaluation metrics. 

The findings will offer important understanding of the per- 

formance of these methods, helping healthcare professionals 

choose the most effective models for risk assessment and per- 

sonalized treatment. Ultimately, the research seeks to advance 

predictive analytics in cardiovascular medicine, improving 

patient outcomes in heart disease management. 
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II. LITERATURE REVIEW 

Heart disease poses a major global health challenge, 

making early detection and intervention crucial for better 

patient outcomes. Lately, there has been a growing interest 

in using machine learning algorithms to enhance heart 

disease prediction, potentially advancing risk assessment 

and personalized healthcare. This literature review offers a 

comprehensive summary of machine learning methods for 

predicting heart disease. By systematically analyzing the 

strengths, limitations, and future prospects of these algorithms, 

the review highlights the evolving field of predictive analytics 

in cardiovascular medicine. It intends to guide future research 

efforts to improve patient outcomes. 

 

Md. Julker Nayeem, Sohel Rana, Md. Rabiul Islam[12] 

found that Random Forest model has the best accuracy 

(95.63%) relative to other methods such as K-NN(87.36%) 

and Navie Bayes(88,89%). 

 

Saladi Novya Sree 1, K.Balaji Pranav Reddy 2, 

Bangarulakshmi Mahanthi3, Dr. S S Nandini4[14] found 

out that the Random Forest model got the highest 

accuracy (82%) relative to other predictive models like 

K-NN(74%),SVM(52%),Neural Network(76%),Logistic 

Rgression(65%) and Decision Tree(75%). 

 

Prasanna M, Shrijith Shetty P, and Mamatha K found 

that K-NN obtained the best accuracy at 88% compare to 

other predictive models, such as SVC at 84% and Decision 

Tree at 78%. 

 

S.Rajathi Dr.G.Radhaman[8] found that the K-NN with 

ACO(70.26%) had highest accuracy in comparison with other 

predictive methods which are K-NN(68.05%), SVM(65.12%) 

and Deicison Support(60.05%). 

 

I Ketut Agung Enriko, [1] found that the K-NN with 

ACO(70.26%) had highest accuracy in compared to other 

predictive models like K-NN(68.05%), SVM(65.12%) and 

Decision Support(60.05%). 

 

 

 

III. PROBLEM STATEMENT 

Heart disease poses a major global health challenge, and 

early detection is crucial for effective treatment and preven- 

tion. Machine learning approaches have exhibited promise 

in predicting cardio disease upon various patient attributes. 

However, there is a lack of comprehensive studies comparing 

the efficacy of distinct machine learning algorithms for this 

task. This study aims to perform a comparative analysis of four 

popular machine learning algorithms—K-Nearest Neighbors 

(KNN), Logistic Regression, Naive Bayes, and Classification 

and Regression Trees (CART)—to evaluate their prodiciency 

in predicting heart disease. 

IV. METHODOLOGIES 

A. Machine Learning Techniques 

1.K-nearest neighbors(KNN): 

K-Nearest Neighbors (KNN) is a supervised machine learning 

technique used for both classification and regression. It de- 

termines the class or prediction for a data point based on its 

proximity to neighboring points. As a non-parametric method, 

KNN does not presume any specific data distribution. It is also 

known as Lazy Learning because it does not build a model 

during training but rather stores the data source and performs 

calculations at the instance of classification. 

Algorithm: 

Input: Training Dataset T, Test Instance t, Number of nearest 

neighbors k. Output: Predicted class 

Steps: 

a. For each instance i in T, calculate Euclidean distance 

between the two given points (x1, y1) and (x2, y2) in a two- 

dimensional space is given by: 

Distance = 
√

(x2 − x1)2 + (y2 − y1)2 

b. Sort the distance in ascending order ans select the first k 

nearest training data instances to the test instance. 

c.Determine the class of the instance by using majority voting 

or by calculating the mean. 

 

2. Logistic Regression: 

 

Refers to a supervised learning model aimed at predicting a 

discrete target variable based on several independent variables. 

This approach will produce probabilities and classify new 

data from both continuous and discrete datasets. 

 

Formula: 

 

The Logistic Regression model equation is given by: 

 
1 

P (Y = 1|X) = 
1 + e−(β0+β1X1+β2X2+...+βnXn) 

where: 

• P (Y = 1|X) is likelihood of the event Y occurring given 

the input variables X. 

• β0, β1, . . . , βn are the co-efficients of the logistic regres- 

sion model. 

• X1, X2, . . . , Xn are the input variables. 

• e represents the base of natural logarithm. 

3. Naive Bayes: 

It is the supervised learning technique based on Bayes’ 

Theorem, used for addressing classification problems. It is 

particularly weel-suited for text classification tasks involving 

high-dimensional datasets. 

 

Algorithm: 

 

a. Compute the prior probability for target class. 

http://www.ijrti.org/
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K 

b. Compute frequency matrix and likelihood probability for 

each feature. 

c. Calculate the probability of all hypothesis using Bayes 

Theorem. 
P (B|A) · P (A) 

where: 

• Gini(m) is the Gini impurity at node m. 

• K refers to number of distinct classes. 

• pmk is the amount of samples of class k in node m. 

 

where: 

P (A|B) = 
P (B)  

 
V. KEY COMPONENTS 

• P (A|B) is the likelihood of event A occurring given that 

event B has occurred. 

• P (B|A) is the likelihood of an event B occurring given 

that event A has occurred. 

• P (A) is the likelihood of event A occurring. 

• P (B) is the likelihood of event B occurring. 

d. Use map hypothesis h-map to classify the test object to the 

hypothesis with yielding the best probability. The Naive Bayes 

classifier calculates the likelihood of a class Ck given the input 

data points x1, x2, . . . , xn using Bayes’ theorem: 

 
P (Ck) · P (x1|Ck) · · · P (xn|Ck) 

 

 
A. Data Set: 

 

Our dataset comprises 14 attributes: age, sex, chest pain 

type, resting blood pressure, cholesterol, fasting blood sugar, 

resting electrocardiographic results, thalach, exercise induced 

angina, oldpeak, slope, ca, thalassemia, and target. It includes 

1026 patient records related to cardiovascular disease, which 

were processed automatically to capture various diagnostic 

features. Each record was independently classified by two 
P (Ck|x1, x2, . . . , xn) = 

 
where: 

P (x1) · P (x2) · · · P (xn) 
expert cardiologists, leading to a consensus label. The classi- 

fication system incorporated in this study categorized patient 

conditions into two classes: NORMAL (0) and SUSPECT 

• P (Ck|x1, x2, . . . , xn) is the likelihood of class Ckfor the 

given input features. 

• P (Ck) is the prior probability of class Ck. 

• P (xi|Ck) is the likelihood of feature given certain con- 

ditions xi given class Ck. 

• P (xi) is the marginal probability of feature xi. 

 

4. Decision Tree-CART(Classification and Regression 

Tree) 

 

Refers to a predictive technique used in machine learning 

that forecasts the figures of the target variable. It operates 

as a decision tree, where every node represents a split the 

dataset according to the predictor variable. 

 

Algorithm: 

 

a. Compute Gini-index for whole training dataset based 

on target attribute. 

b. Compute Gini-index for each of attribute and subset of each 

attribute. 

c. Choose Best splitting subset which has min Gini-index for 

an attribute. 

d. Compute the best splitting feature that possesses max 

∆Gini. 

e. Continue to apply the same operation recursively to the 

subset until a terminal node is reached. The CART technique 

uses Gini impurity as the splitting criterion for classification 

trees and variance reduction for regression trees. For a binary 

split at node m, the Gini impurity can be calculated as: 

Gini(m) = 
Σ 

pmk(1 − pmk) 
k=1 

(1). Our focus was on two-class classification for predicting 

cardiovascular disease using this dataset. 

 

 
Fig. 1. Attributes related to dataset 

 

 

 

B. Correlation Matrix: 

 

Correlation defines the statistical relationship or association 

between two or more variables. It quantifies the extent to 

which changes in one variable are associated with changes in 

another variable. In essence, correlation gauges how closely 

variables move in tandem or vary together. To visualize 

these relationships between variables, a Heatmap is used. It 

graphically displays the correlation matrix, simplifying the 

identification of patterns and connections among variables. 
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Fig. 2. Correlation between variables 

 

 

 

Fig. 3. Histograms of all attributes 
 

 

 

C. Histograms of all attributes: 

 

 

Histograms help visualize how data is distributed across 

different intervals or bins. By analyzing the shape of a 

histogram, one can infer the central tendency of the data, 

including measures like the mean, median, or mode. The width 

of the histogram reflects the data’s spread or variability—wider 

histograms suggest greater variability, while narrower ones 

indicate less variability. Additionally, histograms offer insights 

into the skewness, or asymmetry, regarding the data distribu- 

tion, and the kurtosis, which describes how peaked or flat the 

distribution is. 

VI. EXPERIMENTATION 

 

Data pre-processing stands as a fundamental preliminary 

phase in data mining, converting raw data into precise and 

practical information. It encompasses the resolution of missing 

values, outlier detection, and normalization of inconsistent 

data. Missing values are rectified through suitable methods, 

outliers are addressed using specialized techniques, and in- 

consistent data is normalized to ensure uniformity. Result is 

refined, standardized data primed for utilization in training and 

testing predictive models. Traditionally, dataset is divided into 

training and testing subsets, with this research allocating 80% 

for the training purpose and 20% for testing purposes. 

 

Fig. 4. Flow chart of the work process 

 

The model framework is divided into two primary phases: 

data preprocessing and predictive modeling. Data preprocess- 

ing is vital for converting raw data into the format suitable 

for analysis. This essential step in data mining involves 

refining and organizing data to ensure it is standardized for 

further processing. During preprocessing, three main issues 

are addressed: handling missing values, managing outliers, and 

correcting inconsistencies. Missing values, which will result 

from errors or incomplete data collection, are addressed using 

appropriate techniques. Outliers, which include erroneous or 

irrelevant data, are managed through methods designed to 

detect and address anomalies. Inconsistent data, which can 

stem from varying formats or errors, is standardized to ensure 

accuracy and consistency for future analyses. This comprehen- 

sive preprocessing ensures that the data is well-prepared for 

effective and reliable predictive modeling. 

 

Model Training:In this stage, a training dataset with labeled 

features and targets is created. Various methods, like Logis- 

tic Regression, Decision Trees, Naive Bayes, and K-Nearest 

Neighbors (KNN), are applied. These algorithms are tested 

empirically on diverse datasets with numerical and categorical 
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Fig. 5. Data preprocessing 

 

 

data. They are effective for classification tasks and are capable 

of efficiently managing large datasets. 

 

Model Testing: In this phase, a testing dataset, which has the 

same features as the training dataset but without target labels, 

is used. The trained model then forecasts the target labels for 

the testing dataset drawn from patterns and characteristics it 

has learned. 

 

 

VII. RESULTS 

 

 

The system output will provide a prediction regarding 

whether the individual has heart disease, indicated by a 

”Yes” or ”No” outcome. This prediction offers insight into 

the individual’s heart condition, potentially indicating the 

likelihood of CVD in advance. If the individual is deemed 

susceptible to cardio disease, the result will indicate ”Yes,” 

and conversely, if not, the result will indicate ”No.” 

 

 

 
Fig. 6. Graph of K-NN 

In fig.6, algorithm achieved the correctness of 84.7%, 

with precision of 72.55%, recall of 73.27%, and F1-Score 

of 72.91%. Effective in differentiating between normal and 

pathological instances, with balanced precision and retrieval 

rate. 

 

 
Fig. 7. Logistic Regression graph 

 

In fig.7, the algorithm achieved the correctness of 79.5%. 

Precision of 71.57%, recall of 84.88%, and F1-Score of 

77.66%. Demonstrates slightly lower accuracy compared to 

KNN, but with relatively higher recall. 

 

In Naive Bayes, this achieved with an accuracy of 80.0%. 

Precision of 70.59%, recall of 86.74%, and F1-Score of 

77.84%. Similar performance to Logistic Regression, with 

high recall and balanced precision. 

 

In fig.8, the algorithm achieved an accuracy of 98.5%. This 

performance surpasses other algorithms, highlighting both 

flawless precision and high recall. 

 

 
Fig. 8. Graph of Decision Tree 

 

 

The CART (Decision Tree) algorithm achieved higher 

performance relative to other algorithms, demonstrating the 
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Fig. 9. Performance Table 
 

 

good accuracy and flawless precision. 

 

Accuracy evaluates a model’s performance by determining 

The proportion of accurate predictions to the overall number 

of cases 

Accuracy = 
TP + TN

 
FP + TP + TN + FN 

Precision evaluates accuracy of the model’s positive predic- 

tions. It represents the fraction of True Positive predictions to 

the total Positive predictions made according to model. 

Precision = 
TP 

FP + TP 
 

Recall assesses how effectively a classification model identifies 

all relevant instances in a dataset. Given by the ratio of True 

Positive (TP) instances to the sum of True Positive (TP) and 

False Negative (FN) instances. 

Recall = 
TP 

TP + FN 
 

The F1-score assesses overall efficacy of the classification 

model by calculating unified average of the both precision 

and the recall. 

F1-Score = 
2 · Precision · Recall 

Precision + Recall 
 

 

 

 

In summary, our analysis of different classification pro- 

cedures for anticipating cardio disease provides key points 

into their performance. K-Nearest Neighbors, Logistic Re- 

gression, and Naive Bayes each show competitive accuracy 

with optimal equilibrium of precision and recall. However, 

the CART (Decision Tree) algorithm stands out as the best 

Fig. 10. Accuracy Graph 
 

 

performer, achieving highest accuracy and perfect precision. 

This highlights the need to choose a classification algorithm 

based on specific needs and priorities. The superior perfor- 

mance of CART suggests it could be a valuable tool for 

cardio disease prognosis, assisting clinicians in risk assessment 

and personalized treatment. Additional research and validation 

across various datasets are necessary to confirm these results 

and improve the reliability and applicability of predictive 

models in cardiovascular medicine. 

 

VIII. CONCLUSION AND FUTURE WORK 

 

In conclusion, our study assessed the impact of different 

classification methods for predicting cardio disease. Our 

evaluation revealed that the CART (Decision Tree) algorithm 

stands out as foremost effective, achieving both the 

highest accuracy and perfect precision. Although K-Nearest 

Neighbors, Logistic Regression, and Naive Bayes also showed 

strong performance, the CART’s results highlight its potential 

to support clinicians in accurate risk assessment and tailored 

patient interventions. These results provide significant insights 

for cardiovascular medicine, highlighting the relevance of 

advanced machine learning techniques in enhancing predictive 

analytics and patient outcomes. 

 

Future studies could explore ensemble methods, like 

Gradient Boosting, to potentially boost predictive reliability 

and robustness. Additionally, incorporating additional features 

or biomarkers, such as genetic information or advanced 

imaging data, may enhance the predictive power of models. 
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