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Abstract :  Decision trees are a very popular and effective data classification method. Because building a classification tree does 

not require parameters, decision trees can work effectively with multi-dimensional data, the results are easy to understand and 

interpret, the learning and classification steps are fast and accurate. good accuracy, so it has been voted by the machine learning 

community as the most used and most successful data mining method compared to other methods for many years in a row. Besides, 

the decision tree learning algorithm is successfully applied in many data mining fields such as: data analysis, text data classification, 

financial analysis, genetic data classification and regression. 
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INTRODUCTION 

A Decision Tree is a structured hierarchical tree used to classify objects based on a sequence of rules. Object properties can be 

of different data types such as Binary, Nominal, Ordinal, Quantitative, while class properties must have data types. is Binary or 

Ordinal. 

In life there are many situations where we observe, think and make decisions by asking questions. Starting from there, in 

Machine Learning there is a model designed in the form of questions, where the questions are arranged in tree form. That is the 

decision tree model that we will learn about in this article. 

So what is a decision tree? The essence of a decision tree is a directed graph used for decision making. For example, after knowing 

your high school graduation exam score, you want to build a major registration strategy with a series of options: 

If the total of your three subjects is greater than 28.5, you will apply to the IT major. 

On the contrary, if your test score is less than or equal to 28.5, there is still a chance for you if your Math score is high because 

Math score has a multiplier of 2. Therefore, you decide to still choose IT if your Math score is 10. School In the remaining case, 

you register for the field of Economics and Transport. 

Your set of questions and options above can be generalized into a decision tree: 

The concept of machine learning encompasses the process of instructing a computer to enhance its proficiency in a given task. 

To be more precise, machine learning entails a computer refining its performance through repeated iterations of a task. In essence, 

the fundamental essence of machine learning lies in the utilization of algorithms to scrutinize accessible data, acquire knowledge 

from it, and subsequently make informed decisions or predictions. Rather than training computers to learn tasks through data and 

algorithms, the creation of software with specific instructions and operations is employed to accomplish a designated task. 

The capabilities of current AI would be significantly restricted in the absence of machine learning, as it enables computers to 

deduce solutions without explicit programming. To illustrate this, consider the scenario where a program is required to identify cats 

in images.First, you provide the AI with a set of cat characteristics for the machine to recognize, such as fur color, body shape, size, 

etc. 

Afterwards, you input a series of images into the AI, with the possibility that some or all of the images may have the label "cat" 

attached to them. This enables the machine to better identify and focus on specific characteristics and attributes associated with 

cats. Once the machine has gathered all the essential information about cats, it must learn how to detect the presence of a cat in an 
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image - "If the image exhibits certain features X, Y, or Z, there is a high likelihood, around 95%, that it could be a cat. 

 

2. LITERATURE REVIEW 

 

 

Given a training data set consisting of m elements, each element has n attributes and has a label (class). The basic idea of decision 

trees can be summarized as follows: 

A decision tree is a form of tree data structure. Each internal node has from 2 to many child nodes. Leaf nodes only contain data 

that belongs to one class, the purity node. The tree construction process is carried out according to top-down rules. Start the root node, 

all learning data is at the root node: 

-  At each node t in the tree, if all data elements belong to only one class c , then label node t as c and return t as the leaf node. 

-  On the contrary, find the possibility of cutting data (split) s* among all possibilities s. 

-  Create k child nodes of t corresponding to the division s* with the data set in t. 

Label edges connecting t to child nodes based on the division of s*; At the same time, partition the data elements from t to the 

corresponding child nodes. 

-  Recursively step 1 for each child node (1.. k) of t. 

  Newly arriving data is classified according to the path from the root to the leaves of the decision tree. The generated rule is 

based on the labels of the edges (IF - THEN), the classification results are based on the label of the leaf node into which the new data 

is placed. An example of building a decision tree is described in table 1 and figure 1 

 

 Table 1: Illustration of learning data to build the decision tree in Figure 1 

 (Weather episode) 

 

Suppose new data arrives x = (rain, cool, high, true, ?) => Play=No 

 
Figure 1: Illustration of building a decision tree with the Weather data set 
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  The classification efficiency of the decision tree depends greatly on the choice of s* in step 2. This is a problem of class NP 

- Hard. There are many solutions that have been researched and applied based on the knowledge base of fields such as information 

theory, artificial intelligence, statistics, linear algebra (n-dimensional space), ... 

 The tree building process mainly depends on choosing the best attributes to partition the data. An attribute that is considered 

good is used to partition the data so that the smallest tree is obtained as a result. This selection is based on heuristics: choose the 

attribute that produces the purest nodes. Currently, there are two typical decision tree learning algorithms that have been successfully 

applied to select cross-section s* based on a single attribute: C4.5 by Quinlan, CART by Breiman and colleagues. 

   To evaluate and select attributes when partitioning data, Quinlan suggests using information gain (choose the attribute with 

the largest information gain) and gain ratio based on Shannon's entropy function. Meanwhile, Breiman proposed using the Gini 

index (choose the attribute with the smallest Gini index) to select the partition attribute. 

  Suppose at node t there are n data elements of k classes, the Gini index of node t is defined as follows: 

𝐺𝑖𝑛𝑖(𝑡) =  1 −  ∑ 𝑝i

𝑘

𝑖=1

 (2.1) 

Where p i is the frequency (ratio) of the ith class in node t, equal to the number of elements of ith class divided by the total 

number of elements at node t. 

  If the data set in t is divided into two sets D 1 and D 2 (2 child nodes), each set has m 1 and m 2 elements then: 

𝐺𝑖𝑛𝑖(𝑡)𝑠𝑝𝑙𝑖𝑡 =  
𝑚1

𝑚
𝐺𝑖𝑛𝑖(𝐷1) + 

𝑚2

𝑚
𝐺𝑖𝑛𝑖(𝐷2) (2.2) 

 The best attribute is the attribute with the value such that the Gini(t) - Gini(t) split index reaches the largest value (or the 

Gini(t) split index is the smallest). 

 Determining s* is based on information gain (Information Gain) based on Shannon's Entropy theory, the founder of 

information theory. The entropy of node t is calculated as follows: 

E(𝑡) = − ∑ 𝑝𝑖

𝑘

𝑖=1

 𝑙𝑜𝑔2𝑝𝑖  (2.3) 

  Consider the case where set t is divided into two sets D 1 and D 2 (2 child nodes) as above. The average entropy after 

dividing node t is E new which is defined as follows: 

E𝑛𝑒𝑤 =
𝑚1

𝑚
𝐸(𝐷1) +

𝑚2

𝑚
𝐸(𝐷2) (2.4) 

 The information gain of node t is calculated as follows: 

Information Gain(t) = E(t) − Enew (2.5) 

 The best attribute is the attribute with the highest information gain value or E new is the smallest. 

 To clearly see the measurement value of the Entropy and Gini functions, we observe Figure 2: 
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Figure 2: Comparison of impurity between Entropy and Gini functions with 2-class data 

In there: 

-  P is the probability of the data belonging to 1 class (out of 2 classes). 

-  Error is the error function = 1 – max(p i ) , i=1..2 (2 classes). Looking at Figure 2, we see that all 3 functions reach a 

maximum when p=0.5 and a minimum when p=0 or p=1. That is, the Gini, Entropy and error indexes reach their smallest 

value when the data belongs to only one class and reach their maximum value when the probability of data belonging to 

each class is equal (p=0.5). 

In general, to find s* of a node with m data elements we do the following: 

  Initialization s* has a very large E new (or Gini index); 

  for (each i-th attribute=1..n) 

   for (each cut value - split s ij of ith attribute) { 

    Split – split m data elements based on s ij ; 

   Calculate E new (or Gini index); 

   If (E new (or Gini index) of s ij < E new 

    (or Gini index) of s*) s*= s ij ; 

  } 

return s* is the j cutoff value of the ith attribute, where E new (or Gini index) is minimum.  

 

3. EXAMPLE OF BUILDING A DECISION TREE BASED ON THE MAXIMIZE ENTROPY RULE 

Example of the process of building a decision tree from a learning data table (table 1) 

- Consider partitioning at the root node 

http://www.ijrti.org/
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Figure 3: Single attribute partitioning based on information gain 

 Outlook new E = 5/14 * E(2/5,3/5) + 4/14* E(4/4,0) + 5/14 * E(3/5,2/5) 

= 5/14 * (-2/5*log(2/5)-3/5*log(3/5)) 

+4/14*(-1*log(1)-0*log(0)) 

+5/14*(-3/5*log(3/5)-2/5*log(2/5))= 0.693 

 with 0*log(0) considered = 0 , even though log(0) is undefined. 

 E new of Humidity = 7/14*E(3/7,4/7) + 7/14* E(6/7,1/7) = 0.788 

 new E = 8/14* E(6/8,2/8) + 6/14 * E (3/6,3/6) = 0.892 

 E new of Temperature = 4/14 * E(2/4,2/4) + 6/14* E(4/6,2/6) + 4/14 * E(3/4,1/4) = 0.911 

Because Outlook's E new = 0.693 is the smallest, choose the Outlook attribute for partitioning 

- Continue to consider the branch partition Outlook=Sunny 

 

 

Figure 4: Outlook branch partition = Sunny 
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It is easy to see that the above partition belonging to Humidity hearing is the best because it results in 2 pure child nodes (E new = 

0). 

 The Outlook= Overcast branch is pure. 

 Outlook branch= Rain 

 

Figure 5: Branch partitioning Outlook = Rain 

It is easy to see that the above partition belonging to the Windy hearing is the best because it yields 2 pure child nodes (E new = 0). 

-  The final result is a decision tree model as shown in Figure 1 

-  In the case of attributes with continuous numeric values, it is necessary to sort the data according to this attribute value 

and choose the best s* cutting values at the points where there is a change from one class to another (Fayyad & Irani, 1992). 

 Consider the numeric Weather set in table 2 

Table 2: Numerical Weather set 

Outlook Temperature Humidity Windy Play 

Sunny 85 85 FALSE No 

Sunny 80 90 TRUE No 

overcast 83 eighty six FALSE Yes 

Rainy 70 96 FALSE Yes 

Rainy 68 80 FALSE Yes 

Rainy 65 70 TRUE No 

overcast sixty four 65 TRUE Yes 

Sunny 72 95 FALSE No 

Sunny 69 70 FALSE Yes 

Rainy 75 80 FALSE Yes 

Sunny 75 70 TRUE Yes 

overcast 72 90 TRUE Yes 

overcast 81 75 FALSE Yes 

Rainy 71 91 TRUE No 
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Figure 6: Illustration of data sorting and class change points on numeric attributes temperature, the long cutting line is the best 

cutting position when calculating Entropy or Gini. 

 In addition, to avoid "overfitting", it is necessary to combine the branch pruning technique after building the tree 

(postpruning) to increase the ability to classify or stop the branching process early (prepruning) if the branching does not occur. 

brings better results. Besides, considering solutions for handling data with missing values is also proposed by Breiman in CART 

and Quinlan in C4.5. 

4. Conclusion and future directions according to 

Advantage 
Decision trees are simple and popular. This algorithm is commonly employed because of its advantages: 

• The model produces rules that are simple to comprehend for the reader, each branch of the tree 

having a rule associated with it. 

• Input data can be missing data, this is not necessary for normalizing or creating empty variables. 

• Capable of working with both numerical and categorical information 

• The model's validity can be determined using statistical procedures. 

• Will likely collaborate with large data sets 
Defect 

Along with that, the decider tree also has specific disadvantages: 

 The decision tree depends heavily on our input data. Even with a small change in the dataset, the structure of the decision 

tree model can change completely. 

 Decision trees often have excessive problems 
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