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ABSTRACT -- In online social networks (OSNs) based on Machine learning techniques, data sources and feature extraction 

method this paper presents a critical assessment analysis on mental health detection. By identifying its data analysis method, 

challenges, comparison and limitations the appropriateness of mental health detection was also investigated. Between 2017 

and 2018 through keyword searches articles of this study published major databases. Before the full texts were reviewed the 

articles were screened based on their titles and abstracts . In accordance with data set the articles were coded ( e.g. , 

keywords , data sources and geographical locations ) , deep learning or machine learning technique , feature extraction 

method, classifier performance and method of data analysis . From the total of 2770 , 22 articles were selected for review. 

Several researchers used text analysis in early detection of mental health problem detection on a new data set removed from 

different OSNs sources. Using a statistical analysis or machine learning techniques removed data were analysed. 

Multimethod techniques also applied in several studies.Multimethod techniques have been included distributing 

questionnaires while requesting for the respondents consent to later access and remove information from OSNs account. In 

OSNs big data’s are contribute on mental health problem detection. The early detection’s alternative method is presented 

method for mental health problems rather than using traditional strategies, such as devices and sensors which are time 

consuming and costly. 

 

 
INDEX TERMS – Deep learning, feature extraction, machine learning, mental health, online social network. 

 

 

I. INTRODUCTION 

Day by day health problems are increasing. Mental 

health problems are coming because some peoples 

are not able to take stress because all of the humans 

ability is not same .Many people’s have family 

problems and some have financial issues and that he 

or she is not able to take. And from these many 

health problems are coming like anxiety, depression, 

bipolar disorder (BD), psychotic disorder, and 

schizophrenia. Mental health problem has defined 

by the World Health Organization . 

Approximately 450 million of people are mentally 

ill with the global disease .Because of these mental 

health problems people die earlier than the general 

population. For depression people’s can take 

suicidal attempts and suicidal ideation. People 

suffering from mental illness who are able to recover 

and live a normal person life as outlined in the 

Comprehensive Mental Health Action Plan (2013– 

2020) . 

Mental health problems should be detected and 

addressed early.Accurate diagnosis, early detection 

and effective treatment can improve the suffering of 

people who are dealing with mental health problem 

of challenges. The effects of mental ill-ness can be 

severe on the concerned individuals and their 

families, and on the society as a whole. In general, 

the traditional methods of mental health detection 

normally use face-to-face interviews, self-reporting, 

or questionnaire distribution. Mental health problem 

detection’s traditional methods are normally use for 
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face to face interviews and self reporting. 

Technologies have been applied from previous 

studies such as smartphones in health care, wearable 

sensors and mental health detection; these 

technologies are typically used for those who suffer 

from mental illness and who have been monitored 

overtime . 

In online social networks a recent research presented 

a novel approach of mental health problem 

detection. In recent years OSNS have become 

popular and have provided a new medium to 

communicate and share information .OSNs are used 

regularly by millions of people worldwide . Users 

can express their feelings and thoughts through 

OSNS by posting different types of data (e.g. Text, 

images, videos, and audios) regarding their daily 

activities and they can also communicate with 

friends by commenting on the posts of others .Thus, 

this new research trend is related to big data research 

and the increasing availability of resources on the 

Internet through OSNs (e.g., Facebook, YouTube, 

Twitter, Instagram, and Sina Weibo).Increases of 

data overflows and these huge amount of 

communication data have become content 

generators that may be useful for further exploration 

and analysis .Therefore, OSNs can generate a 

massive amount of information that can be used to 

develop an approach for mental health Problem 

detection . 

Researchers from the West and the East harvest data 

from OSNs, such as Twitter, Facebook, and Sina 

Weibo, and use them as data source for online 

studies and crowdsourcing . the types of mental 

health problems detected in OSNs - depression , 

psychological stress ,mental disorders and suicidal 

ideation .An analysis of the current mental health 

detection in OSNs is required to comprehend data 

sets, data analysis methods, feature extraction 

method, classifier performance (i.e., accuracy and 

efficiency), challenges, limitations, and future work. 

The purpose of this systematic review is to conduct 

a critical assessment analysis of mental health 

problem detection based on data extracted from 

OSNs. It intends to explore the competence of 

mental health problem detection in OSNs, including 

its challenges, limitations, and future work . 

There are two common ways to analyze the data 

from OSNs posted by the users and by using 

dictionary-based and Machine learning method. 

Both methods have limitations. Researchers have to 

find alternative ways to improve the performance 

and efficiency of the analysis. Traditional machine 

learning faces common training problems, such as 

model inter-Pretation, overfitting and generalization 

. So, researcher moved to Deep learning techniques 

which have changed in recent years as a powerful 

tool. This is because machine learning can solve 

more complex problems, especially in health data . 

The first section discusses the objectives of this 

paper , The second section describes the systematic 

review Methodology with a discussion on the types 

of mental health problems , The third section 

presents the results of each study the data sets 

,feature extraction method, classifier performance, 

and machine learning techniques used in each study, 

The fourth section displays the challenges , The fifth 

section recognizes the limitations , The sixth section 

offers criticisms for Future implication and The 

seventh section concludes the study. 

 

 
II. METHODS 

In this research paper the planning phase is followed 

by the searching and analysis phase. Then the 

discussion of the relevant documents that are found 

will be highlighted and summarize this paper. The 

conclusions will be presented to conclude this 

review paper. 

The main purpose of this paper is to explore the 

adequacy, Challenges, and limitations of a mental 

health problem detection based on OSNs data. The 

objective of this review paper is to conduct a critical 

assessment analysis on detection of mental health 

problems using OSNs.This analysis consists of the 

data source, the feature extraction method, and 

classifier performance in machine learning 

techniques. We also investigated the appropriateness 

of this Pre-mental health detection by identifying its 

data analysis Method, comparison, challenges, and 

limitations. 

 

 

A. IDENTIFICATION AND SELECTION OF 

STUDIES 

 
 

Criteria of 

Inclusion 

Criteria of Exclusion 

Articles in 

English 
language 

Studies that unrelated to OSN 

data 

Articles 

published 

between 2007 
and 2018 

Studies that unrelated to mental 

health problems 

Articles that 

used user- 

Studies that unfulfilled any 

inclusion criterion 
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generated data 

in OSNs 

 

Articles 

discuss any 

type of mental 

health 
problems 

 

 

OSNS data sources in their mental health problem 

detection were included in the selection . OSNS is 

enable to online social interaction to users and and 

facilitate information exchange, as well as diffusion 

.Therefore, OSNs have created a massive amount of 

data and offer a Distinctive chance for learning and 

understanding of social Communication and 

interaction among considerably superior 

populations . Mental health problems refer to 

psychological disorders such as depression, anxiety 

. OSNS data sources are used in their research for 

mental health problem detection. 

III. Results : 

A.FINDING AND SELECTING STUDIES 

2705 articles were founded through selected 

database searching. 65 additional articles were 

founded through other sources. Total number of 

articles were 2770. Then 35 duplicates articles were 

removed. After the duplicate articles were removed 

then the total number was decreased to 2735. 2465 

articles were excluded. There were 270 full-text 

articles . Then 248 full-text articles were excluded. 

22 articles were included for comprehensive 

analysis. The 22 articles were published between 

2007 and 2018 in English language. 

 

 
A flowchart of citation from the early stage of 

searching still the final number of articles followed 

by PRISMA and the figure is assumed in figure 1. 

Summary and major characteristics are discussed 

content analysis of the articles. In table 1 we see that 

the analysis of the 22 selected Selected articles that 

B. CRITERIA OF INCLUSION AND 

EXCLUSION 

Criteria of inclusion : Articles in English language , 

inclusion articles are published in between 2007 and 

2018, user generated data’s are used in OSNS and 

another one criteria of exclusion: unrelated to OSN 

data, unrelated to mental health problems, 

unfulfilled any inclusion criterion. 

 

 
C.METHODOLOGICAL QUALITY 

ASSESSMENT 

This systematic review assumed the Critical 

Appraisal Skills Program (CASP) checklist for 

evaluating several methodological quality articles 

completely .Features and limitations both are based 

on the extraction of data such as data source, 

keywords, duration, and geographical location of 

data extracted; the quality of data such as data set 

related to mental health problems; study design such 

as suitable methodology applied; and the results 

such as clear study Objectives and outcomes, were 

analyzed and compared to indicate the strengths and 

weaknesses for each of the studies. The articles were 

selected based on the title, objectives, outcomes, 

findings, data set, feature extraction method, 

machine learning techniques, and classifier 

performance. 

is based on the criteria of inclusion and exclusion. 

In accordance with the data set the summary of the 

selected articles ( data sources, keywords , duration 

and geographical location ), study objectives, 

method of data analysis, machine learning 

techniques, feature extraction method, and classifier 

performances. 

 

 

B.DESCRIPTION OF SELECTED 

STUDIES 
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C. DATA SET 

All the researchers have prepared their own data sets 

that’s are given in table 2 except for one those who 

are used data from another study. Data sets are 

provided those are based on the country where the 

research was conducted, the type of OSNs used and 

the duration of data extraction .The advantage of 

using an original data set is that the information is 

specific to the objectives of the research depending 

on the location . Several data were extracted directly 

from public posts. Three types of data were 

extracted. The first type included data extracted 

from public application programming interface 

services, such As Twitter or Sina Weibo . Sina 

Weibo is similar to Twitter but is available only in 

China. The second type of data was extracted from 

Twitter and Facebook user accounts after obtaining 

their consent. The users were discovered of having 

mental health problems based on their answers to the 

questionnaires distributed by the Researchers . The 

third type of data was removed from online sources 

such as web for a online communities, microblogs, 

crowdsourcing. 

 

 
1. Geographical Location 

Within their territories most of the countries have 

been studying about mental health diseases. With 

their country of origin such as Japan, China and the 

United States the removed data were tagged. When 

preparing their data sets most of the studies have 

been used their mother language English . 

 

 
2. DATA SOURCE 

Extracting data from OSNS is the main purpose of 

this research based on the mental health and which 

OSNS should be used is important determine that. 

Different types of OSNs were used as data sources 

by the previous researchers including Facebook, 

Twitter , Sina Weibo, microblogs, and other online 

sources. Data’s are preferred from Twitter by most 

of the researchers because it is reachable to the 

public .Data of Twitter are rich in information, such 

as user ID, user name , screen name, biography, 

account creation data, URL and tweet texts .Other 

researchers have been used Facebook as their data 

source . Researchers who had already been 

identified had to request approval from the users as 

having mental Health problems to extract data from 

their Facebook or Twitter accounts . OSNs is similar 

to Twitter because in China, Sina Weibo has become 

the choice of many researchers . From microblogs 

other Researchers used extracted data.For data 

extraction various online resources were used . In 

the future other public resources from different types 

of OSNs will be possibly used for data extraction in 

various types of research. 

 

 
3. DATA EXTRACTION DURATION 

Several researchers provided their duration of data 

extraction for their original data sets. The longest 

period of data extraction indicated by the several 

researchers to be approximately three years . For 

less than one year other researchers removed data for 

only one week . The duration of data extraction plays 

a role in mental health problem detection no other 

researchers stated that. The longer data extraction 

duration a conclusion can be drawn and can be 

collected more data. 

 

 
D. FEATURE EXTRACTION 

Feature extraction is a process that reduces the 

number of resources without losing the syntactic and 

semantic relations between words. It generates new 

features from the original features and implements a 

considerable number of variables and complex data. 

Feature extraction can also reduce the amount of 

redundant data from the given analysis. Previous 

researchers performed N-Gram features (e.g., 

bigram, unigram and trigram) to create word tokens 

, bag-of-words , TF-IDF features to capture frequent 

and representative words and parts of speech . 

Feature extractions most common techniques are 

Bag of word (Bow), Term frequency – Inverse 

Document Frequency N-Gram,(TF-IDF), and 

Global Vectors for Word Representation 

(Glove),Word2Vec. Feature extraction methods is a 

crucial step in text classification for mental health 

problem detection. 

 

 
E. MACHINE LEARNING TECHNIQUES 

For mental health problem detection Machine 

learning techniques are currently popular . 

Classification techniques are used in previous 

research for detecting many types of mental health 

Problems, such as suicidal ideation, stress, 

depression and distress. For the analysis of data 

many approaches were developed those were used 

in various types of mental health problem detections. 

Several researchers generated new methods, such as 

the Social Network Mental Disorder Detection 

(SNMDD) model and tensiStrength . Hybrid 
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methods are developed by other scholars that 

comprised two types of machine learning techniques 

and performed deep learning techniques in their 

research . Past researchers compared different types 

of available machine learning techniques. The most 

commonly used machine learning techniques in 

mental health problem detection included Support 

Vector Machines (SVM), Naïve Bayes (NB), logistic 

regression (LR), random Forest (RF), Decision Tree 

(DT), Gaussian Process, K-means, and Artificial 

Neural Network (ANN). This algorithm is 

appropriate in performing text classification. 

Several of the text classification processes will go 

through for four phases: dimension reduction, 

feature extraction, evaluation and selection of 

machine learning techniques. Generally, once the 

date is filtered, a formal feature extraction method is 

implemented. Then, using machine learning 

techniques the data will be classified. Furthermore, 

compared all the machine learning techniques to the 

efficiency of each classifier based on the metrics of 

Recall,Precision, accuracy and F-measure. Deep 

learning technique has become popular in these few 

years and in text classification achieved surpassing 

results in comparison to the previous machine 

learning techniques. In mental health problem 

detection deep learning techniques were 

implemented in previous research such as sparse 

Deep Neural Network and Deep Neural Network. 

SVM is most commonly used technique which was 

applied by 13 researchers . One of the standard 

machine learning and data mining tool is SVM that 

is used to solve for two-group classification 

problems – nonlinear and linear. The second most 

used machine learning or deep learning techniques 

were LR and RF.This technique choosed by four 

researchers with third NB ranked. The used of 

machine learning or deep learning techniques leasts 

are Gaussian process, AdaBoost, Gradient-boosted 

DT, the hybrid technique of factor graph Model 

(FGM) with Convolutional Neural Network (CNN), 

Markov logic networks (MLNs),JRip Rule, 

Multinomial LR, Multinomial NB, sequential 

minimal optimization, Transductive SVM (TSVM) 

and SVM with Radial Basis Function TensiStrength. 

 

 
IV. DISCUSSION AND CHALLENGES 

The information available in OSNs and that provides 

a huge amount of data with immense potential to be 

explored in modern research. To understand the 

phenomenon millions of data can be extracted from 

OSNS for study. In recent studies many researchers 

used data from OSNs those related to pandemics and 

cyberbullying. In this research paper the researchers 

focused on mental health problem detection through 

OSNs. 

 
 

V. LIMITATIONS 

Limitations in this study to exhibits of articles 

because it is used only four journal databases that is 

IEEE Xplore, PubMed, ScienceDirect, Scopus. 

Articles published in English and also related to 

mental health problems were included. Collected 

articles are published in between 2007 and 2018 and 

In October 2018 the duration of the search for 

articles started. Only articles those are related and 

selected to data extracted from OSNS. Articles must 

be about mental health problem detection and 

detecting. 

 

 
VI. FUTURE IMPLICATIONS 

In future studies based on the mental health problem 

detection the researchers believe that the challenges 

those are outlined in the previous section can be 

addressed. Several aspects, such as methods, 

geographical locations, data extraction type, 

language, and multiple data sources, should be 

considered. Data were collected from specific 

geographical locations, such as Japan,Greece,China 

and the United States Means several researchers 

developed their new algorithms for mental health 

problem detection . The current researchers believe 

that creating a new data set and implementing a new 

method based on the localities and countries and in 

future that may be improve those are based on the 

mental health problem detection . 

 

 
VII. CONCLUSION 

In mental health problem detection the main purpose 

of this research paper is to conduct a critical 

assessment . In deep learning or machine learning 

techniques this analysis contains of the feature 

extraction method, data source and classifier 

performance method . By identifying its method of 

data analysis , challenges and limitations this 

research also investigated the appropriateness of 

pre-mental health detection . For detecting mental 

health problem detection OSNs can provide 

combination of the two approaches and 

complementary data and in future that can enhance 

research . Who are suffering from mental health 

problems or whose those conditions are observed to 

become serious without further treatment  mental 
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health problem detection can probably reduces the 

number of those people . Based on face to face 

interviews , self reporting this study concludes that 

OSNs exhibit high potential as data sources of 

mental health problem detection but can never be 

exchanged with traditional mental health detection 

methods. Based on the mental health problem 

detection in future this study requires innovative 

algorithms, comprehensive adoption and 

computational linguistics for increase precision and 

accuracy. 
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