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Abstract:  This research paper explores the application of K-means clustering and RFM analysis to segment customers in a Brazilian 

marketplace, aiming to enhance logistics and supply chain management and improve customer satisfaction. The study identifies 

four distinct customer segments: Relatively New Comers/Low Spenders, Loyal Customers, Lost/Low Spenders, and Big Spenders. 

Through the analysis, the marketplace can tailor its logistics and supply chain strategies based on the specific needs and preferences 

of each segment. 
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1. INTRODUCTION 

 

Organizations are constantly looking for new, creative methods to improve customer satisfaction and gain a competitive edge in 

today's extremely competitive business market. To provide a seamless customer experience in the context of e-commerce 

marketplaces, effective supply chain management and logistics are essential. Businesses can shorten delivery times, increase 

product availability, and raise customer satisfaction levels by optimizing these operations. Application of sophisticated analytics 

methods, like K-means clustering and RFM analysis, has shown promise in achieving these objectives. Smart supply chain solutions 

like K-means clustering, a prominent unsupervised machine learning technique, are required since it allows for the discovery of 

hidden patterns and linkages within vast amounts of consumer data. 

Unsupervised machine learning technique K-means clustering is frequently used to find different groups or clusters within datasets. 

The three main aspects of customer behavior that RFM analysis focuses on are recency, frequency, and monetary value. Businesses 

can efficiently segment their client base and learn more about the various levels of client engagement and loyalty by analyzing these 

aspects. In order to cluster customers in a Brazilian marketplace, this research article will investigate the use of K-means clustering 

and RFM analysis. Through the identification of consumer categories with comparable traits and purchasing patterns, the market 

will be able to adjust its supply chain management and logistics procedures. 

 

 

2. RELATED WORKS 
 

2.1 Su Bu et al. "Logistics engineering optimization based on machine learning and artificial intelligence technology." J. 

Intell. Fuzzy Syst. (2021). 

Smart logistics has become a crucial instrument for improving people's quality of life and everyday routines in the age of the Internet 

of Things. The current state of logistics engineering has a number of problems that are keeping it from being as effective as many 

had hoped. Based on these results, this paper proposes a logistics engineering optimisation approach based on artificial intelligence 

and machine learning. Additionally, this work suggests an enhanced multi-label chain learning technique for high-dimensional data 

based on the classifier chain and the combined classifier chain. In order to optimise logistics engineering and yield the optimum 

outcome using an artificial intelligence model, this study also combines the constraints of the logistics transportation process with 

the actual requirements of logistics transportation. The effectiveness of the model is examined by conducting a control experiment 

to measure the performance of the method proposed in this study. The study's findings reveal that the paper's proposed logistics 

engineering optimisation based on AI and machine learning technology has a unique practical impact. 

 

 

2.2 Dino Knoll et al. "Predicting Future Inbound Logistics Processes Using Machine Learning." Procedia CIRP (2016). 

The development of globalization and the rising dynamic of product life cycles, which leads to worldwide supply chain networks, 

have a significant impact on the Abstract Manufacturing business. The assembly line must receive a wide variety of parts from 

various sources and locations as part of inbound logistics. Planning for these inbound logistics procedures is based on continuously 

changing data from purchasing, assembly line planning, and product development. Currently, planning requires a significant amount 
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of time spent acquiring data, and future planning rarely makes use of knowledge from earlier planning procedures. As a result, this 

study proposes a method for planning logistics for incoming goods. Machine learning can be used to extract general knowledge 

from logistical procedures and utilize that knowledge to forecast future events. 

 

2.3 Pascal Wichmann et al. "Extracting supply chain maps from news articles using deep neural networks." International 

Journal of Production Research (2020). 

Supply chains are becoming more multi-tiered, complicated, and global. As a result, businesses frequently struggle to keep full 

visibility of their supplier network. This is problematic since tasks like successfully controlling supply chain risk require visibility 

of the network structure. In this study, we utilize deep learning to automatically extract buyer-supplier relations from natural 

language text and propose automated supply chain mapping as a way to retain structural visibility of a company's supply chain. 

Early results indicate that organizations may be able to (a) automatically create basic supply chain maps, (b) confirm existing supply 

chain maps, or (c) enhance current maps with more supplier data utilizing supply chain mapping technologies that use Natural 

Language Processing and Deep Learning. 

 

2.4 S. Ton et al. "Research on Supply Chain Risk Assessment Based on Support Vector Machines." Economic Survey (2014). 

An essential component of supply chain risk management is supply chain risk assessment. The study employs questionnaires to 

develop a more scientific approach of supply chain risk assessment on the basis of literature reviews and research studies. The 

supply chain risk assessment model is created by using the support vector machine, a machine learning technique, to the evaluation 

of supply chain risk. The empirical study's findings suggest that the support vector machine model for supply chain risk assessment 

can fully identify actual risk and has higher training efficiency and accuracy, demonstrating the model's efficacy. 

 

2.5 Nesma Mahmoud Taher et al. "Investigation in Customer Value Segmentation Quality under Different Preprocessing 

Types of RFM Attributes." Int. J. Recent Contributions Eng. Sci. IT (2016). 

 

Consumer value segmentation aids merchants in comprehending various consumer sorts, forges lasting bonds with them, and 

subsequently raises their worth and loyalty. This study intends to assess the effectiveness of customer value segmentation using two 

preprocessing techniques for RFM variables. Based on the scored RFM and the actual value of RFM, the customer value 

segmentation is carried out using the K-means clustering algorithm. The Sum of Squared Error (SSE) is used to evaluate how well 

the clustering results are produced. The collected results demonstrate that using the real value of RFM rather than the scored RFM 

improves segmentation accuracy and decreases clustering error (SSE) in customer segmentation. 

 

2.6 Sardjoeni Moedjiono et al. "Customer loyalty prediction in multimedia Service Provider Company with K-Means 

segmentation and C4.5 algorithm." 2016 International Conference on Informatics and Computing (ICIC) (2016). 

The annual growth in the demand for internet and cable television entertainment has an impact on the emergence of numerous 

multimedia service provider businesses that provide a wide range of services in an effort to gain market share. Because of the 

numerous firm options available to them, customers are more demanding and can switch providers with ease because businesses 

are aware that keeping existing customers costs less than acquiring new ones. Therefore, it's crucial for a business to understand 

customer loyalty and to be able to estimate income for use as a benchmark in business development planning. Company wants an 

accurate model, therefore the researcher applies the C4.5 classification method and the K-means segmentation algorithm, which 

results in a model with an accuracy of 79.33% and an Area Under Curve (AUC) of 0.831. In order to improve the accuracy % in 

customer loyalty classification study, this research contribution uses linked data to categorize customer potential using the Recency 

Frequency Monetary (RFM) model. 

 

 

3. DATASET 

 
Olist, the biggest department store in Brazilian marketplaces, kindly shared this dataset. Olist effortlessly and with a single 
contract links small businesses from all over Brazil to channels. These business owners can use Olist logistics partners to sell 

their goods through the Olist Store and send them straight to customers. 
Details on 100k orders placed between 2016 and 2018 on several Brazilian marketplaces are included in the dataset. Thanks 

to its features, you may view an order from a variety of perspectives, including customer location, product attributes, order 
status, pricing, payment, and freight performance. A seller is informed to complete the order after a buyer orders the product 
from Olist Store. After receiving the product or when the projected delivery date approaches, the consumer receives an email 

with a satisfaction survey where he can rate his shopping experience and provide some feedback. 
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Figure 1: Data Schema 

 
 

4. METHODOLOGY 

 
4.1 Pre-processing 

1. Change the datatype of "Order_status" and "product_category_name" columns from regular string to categorical 

variable 

2. Normalize the text(city names, state names, customer reviews, product category names) 

3. Create a column which tells us how quickly or slowly each item was delivered(estimated delivery date- actual 

delivery date).  

 
Figure 2: Number of orders delivered before/after estimated time 
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4.2 Exploratory Data Analysis/Visualization 

The approach to ask questions about the dataset and answer questions in the form of a visualization was adopted 

a. How many items are ordered at one transaction and how the total cost of each transaction increases as more 

quantity is added? 

 

 
Figure 3: Distribution of Order Quantity vs Cost of transaction 

Insight: 93% of transactions have only one ordered item. Moreover, more than 6 units of items were ordered in transaction only 

in 0.024% cases. 

 

 

 

b. What is the average order value? 

 
Figure 4: Average Order Value 

Insight: As it was expected, we got right skewed histogram for total_value column - most of the times, people 

buy cheaply priced goods on Olist 
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c. Do some states tend to give harsher reviews compared to others?   

 
Figure 5: Reviews Distribution per State 

Insight: Customer reviews don't change much from state to state (roughly, 0.6 point difference on average), but 

total volume of orders alongside with number count of reviews fluctuate quite dramatically. In short, some 

states inclined to shop more frequently than others but their experience doesn't differ much 

 

d. What is the relation between time of the year v/s purchases made at Olist?  

 
Figure 6: Order Volume per Month 

Insight: Volume of goods ordered on Olist were lowest in December for some reason - Maybe people shop 

locally on holiday season!? While average prices of orders were relatively higher on Sept and Oct 
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e. Is there a particular hour, or a particular day of the week the customers tend to shop more?  

 
Figure 7: Distribution of Orders on Days of Week  

Insight: Customers often purchase online on weekdays between 10 am and 4 pm. Intuitively, on Sunday nights 

(5-9pm), internet shoppers resume their purchasing habits following a relatively low Saturday. There are also 

unexpected increases around 8-9pm (Mon-Thu). 

 

f. What is the most preferred hour for postal deliveries?  

 
Figure 8: Preferred hour for Postal Deliveries 

Insight: The story of delivery reveals that weekdays from 3-9pm are heaviest postal delivery truck operators 
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g. Delivery accuracy and Customer reviews should have a positive correlation, no?  

 
Figure 9: Correlation between Delivery Accuracy and Customer Reviews 

Insight: We couldn't see a clear positive relationship between items being delivered earlier than promised and review score 

through our scatter plot. 
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h. What is the relationship of other important factors with review score?  

 
Figure 10: Correlation of Factors with Review Score 

Insight: Most variables do have quite weak relationship with review score  

 

i. Which product category has the lowest review score?  

 
Figure 11: Categories Review Score 

 

 

4.3 RFM Analysis 

Recency-Frequency-Monetary analysis, often known as RFM analysis, is a popular marketing strategy that aids companies 

in segmenting and comprehending their client base. Recency, frequency, and monetary value are three crucial aspects of 

client behavior that must be examined. 

 

Recency: This factor gauges how recently a customer has interacted with the brand or made a transaction. It displays the 

interval since the previous transaction or interaction. Customers who have interacted recently are regarded as being more 

responsive and engaged. 

 

Frequency: The frequency of a customer's interactions with the firm over a given time period is measured by this 

dimension. It offers information about the degree of client loyalty and the likelihood of subsequent purchases. Customers 

who transact frequently are viewed as being more loyal. 

 

Monetary Value: This dimension evaluates the monetary value of transactions or the amount of money spent by customers 

on purchases. It assists in locating valuable clients who make large financial contributions to the company. 
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Steps: 

a. Creating 3 different datasets for calculating recency, frequency and monetary value.  

b. Check if data is skewed first.  

 
Figure 12: Recency Skew: 0.452, Frequency Skew: 10.990, Monetary Skew: 70.336 

 

c. Log transforms Frequency data and Monetary data as they are highly skewed. 

 
Figure 13: Frequency Skew: 6.068, Monetary Skew: 0.729 

 

 

 

4.4 Training K-Means Model 
a. Scaling the data with the Standard Scaler: Remove the mean and scale to unit variance to standardise features. 

b. Using sklearn.cluster.kmeans to cluster the customers into groups 

c. Determining the ideal number of clusters using the Elbow technique 
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Figure 14: Elbow Method to obtain optimal k 

d. Training the model on 4 clusters 

 

 

 

5. EXPERIMENTAL RESULTS 

 
Table 1: Recency, Frequency and Monetary Value Comparison of Clusters 

 

● Cluster 0 : This cluster can be interpreted as (Relatively New Comers/Low spenders) as their spending is the smallest 

among all clusters but have the lowest recency. This cluster is quite huge. So, some marketing effort could be 

advisable towards it in order to increase its monetary value. 

● Cluster 1 : can be considered as our best one (Loyal customers) since although customers in this cluster haven't on 

average ordered in a while, their frequency of orders is greater than all other clusters and the value of their orders is 

quite high. 

● Cluster 2 : (Lost/Low spenders) is the name we can give to this cluster. Customers in this cluster seem to have one 

of the highest recency and their monetary value is low. This cluster shouldn't be the focus of marketing effort. 

● Cluster 3 : This is our second best (Big spenders) cluster as its recency comes second and the average amount spent 

is largest. This cluster is also second in terms of number of customers. 
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6. CONCLUSION AND FUTURE WORK 
 

In order to optimize logistics and supply chain management and increase customer satisfaction, we segmented customers in a 

Brazilian market using K-means clustering and RFM analysis in this research report. Relatively New Comers/Low Spenders, Loyal 

Customers, Lost/Low Spenders, and Big Spenders were the four unique consumer groupings that we were able to properly identify 

through the investigation. These segments offer insightful information on consumer behavior and can direct the market's strategic 

decision-making procedures. We were able to group clients based on their buying habits using K-means clustering, which gave the 

market the ability to customize logistics and supply chain strategies depending on the particular requirements and preferences of 

each segment.Big spenders, who have the potential to have a significant impact on revenue and should receive particular 

consideration in the form of individualized services and limited-time offers, were identified thanks to RFM analysis. 

 

Our research has ramifications that go beyond supply chain and logistics management alone. Businesses may increase overall 

customer happiness, encourage client retention, and ultimately improve their bottom line by effectively targeting each consumer 

segment with specialized techniques.Future research in this field has a great deal of potential to improve supply chain management 

and logistics in online marketplaces. First off, broadening the scope of the analysis to take into account more demographic and 

consumer data could lead to a better knowledge of customer preferences and wants. Incorporating other data sources, such as 

location information or social media sentiment analysis, may potentially provide insightful information for targeted marketing and 

delivery optimisation. 

Furthermore, Real-time data and predictive analytics can also be combined to improve supply chain management and promote 

proactive decision-making. Businesses may predict client requests, optimize inventory levels, and expedite last-mile delivery 

operations by utilizing technology like machine learning and artificial intelligence, which leads to higher customer satisfaction and 

lower costs. Additionally, researching how new technologies like blockchain and the Internet of Things (IoT) are affecting logistics 

and supply chain management may yield insightful results. 
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