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Nowadays, Fog architecture or Edge architecture is becoming a popular research trend to distribute a 

substantialamountofcomputing resources,dataprocessing and resource managementattheextreme edge of the wireless sensor 

networks (WSNs). Industrial communication is a research track in next generation wireless sensor networks for the fourth 

revolution in the industrial process. Adopting fog architecture into Industrial communication systems is a promising 

technology within sensor networks architecture. With Software Defined Network (SDN) architecture, in this paper, we address 

edge controller placement as an optimization problem with the objective of more robustness while minimizing the delay of 

network management and the associated synchronization overhead. The optimization problem is provided and modelled as 

submodular function. Two algorithms are provided to find the optimal solution using a real wireless network to get more 

realistic results. Greedy Algorithm and Connectivity Ranking Algorithm are provided. Greedy algorithm outperforms 

connectivity ranking algorithm to find the optimum balance between the different metrics. Also, based on the network operator 

preference, the number of edge controllers to be placed will be provided. This research paper plays a great role in 

standardization of softwarization into Industrial communication systems for next generation wireless sensor networks. 
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1. INTRODUCTION 

Recently, for next generation wireless sensor networks, there are critical requirements such as increasing the 

operational efficiency of industrial control process. In addition, improving the effectiveness of operational 

activities is an increasing demand for various industries today. Furthermore, more flexible operations should be 

supported with the reduction of capital expenditure [1]. Thus, softwarization is a key enabler to achieve these 

facilities. More specifically, Software Defined Network (SDN) is a promising architecture for next generation 

wireless sensor networks [2]. Healthcare systems and the automotive industry are simple examples of industrial 

communication systems in WSNs. Legacy industrial control process includes real time data collection form 

sensors, after that data processing is performed in hardware controllers and finally execution of control commands 

through actuators [3-5]. With SDN, softwarization can embrace the control process in an entity. Thus, the 

hardware controllers can be replaced by software instances [6]. There are some advantages of SDN. One of them 

isthat the control process function can be placed in a commodity server which can be flexibly provisioned on 

demand [7]. In addition, they have a good ability of upgrading in amore simple way than hardware controller. 

With the introduction of Mobile Edge Computing (MEC), next generation wireless sensor networks can distribute 

substantial amount of computing and storage resources to edge nodes at the extremes of the network with low 

latency and high bandwidth [8]. The critical aspects for adoption of MEC into next generation wireless 

sensornetworks are therobustness of the wireless communication links, the minimized delay of network 

management and the associated overhead not only between controllers and data-plane nodes, but also, between the 

controllers themselves (Inter-controller communication) [9]. One way to improve the reliability of next generation 

wireless sensor networks is to place the virtual process function (VPF) of the controller on 

anotheredgenodeincaseofnodeorlinkfailure[10].However,thisprocessislimitedbecauseof the resource constraints of 

the edge nodes besides their limited power and storage resources [11]. 

In this paper, we address the problem of placing edge controllers in next generation wireless sensor networks with 

the objective of minimizing the network management delay, overhead control messages and invalid control paths 

which increases the robustness of the system. We formulate an optimization problem for placing the virtual 

process function into the edge nodes and taking into consideration the questions: How many controllers should be 

placed at the edgeof the network in close proximity to the end sensors and actuators. Also, where exactly should 

be the controllers placed to improve the resilient of the system. The objective is to minimize the capital 

expenditure of next generation wireless sensor networks, while increasing its flexibility. 
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2. RELATEDWORK 

There has been a significant interest in cloud computing for industrial use cases, both concerning potential 

application areas and security aspects [12], [13], but the focus of these works is on the architectures and 

requirements, rather than resource management. 

There are recent works on resource allocation in MEC for sensor networks [14]. The problem of allocating visual 

sensors with correlated measurements to computing resources to maximize system capacity is introduced in [8]. In 

[15], the authors propose the problem of allocating health sensors to health cloud servers to maximize system 

utility. The authors in [16] modelled the individual Virtual Network Function (VNF) placement problem as a 

generalized assignment problem where the controllers assigned to different nodes to minimize the total 

assignment cost. The placement of chains of VNF is modelled in [17] as an Integer Linear Problem (ILP). The 

problem of controller placement to maximize the resilience under link or node failure is introduced as ILP and 

numerical results are provided in [18]. 

To the best of our knowledge, our work is the first work to handle the edge controller placement problem as an 

optimization problem for industrial use case. The optimization problem considers resilience constraints besides 

the delay of network management and the associated overhead to achievetheoptimal placement of thecontroller 

inSDNindustrial communicationsystemfor next generation wireless sensor networks. This research work considers 

minimizing the delay and control overhead which plays a great role in minimizing the operating expenses. This 

work also reduces the down time of the network by maximizing the reliability performance of WSNs. The novelty 

of our work appears by applying submodularity conditions to the optimization performance of next generation 

wireless sensor networks. 

3. SYSTEMMODEL 

 

Figure1.The communication infrastructure consists of BSs, MECnodes and sensors and back haulnetwork. 

 

We consider a system that consists of a set of B Base stations (BSs). A subset N node are equipped with 

computational and storage resources and serves as edge nodes. We denote by K a subset of N that can host control 

process function such that K ◻N .The base stations are interconnected by a backhaul network. Sensors and 

Internet of Things (IoT) devicescommunicate wirelessly within the base station. The failure of an edge node or the 

wireless communication link result in failure scenario. This failure leads to that the edge node becomes unsuitable 

to host the virtual process function (VPF) [19]. We assume that the network operatoris able to estimate the 

occurrence probabilityof each failure scenario. We denotebyπl the failure occurrence probability. It is assumed 

that Generalized pareto distribution is used to estimate such failure occurrence probability. Generalized pareto 

distribution is used because it provides Independent Identical Distributed (IID) probability for failure scenarios. 

Each pair of controllers are communicated with each other, for synchronization purposes, using messages. These 

messages are exchanged at a constant rate besides other exchanged at a rate that depends on the controller load. 

When considering SDN enabled edge network, the interaction between a controller and data-plane nodes takes 

place through Openflow protocol. Heartbeat messages are periodically transferred between the controller and data 

plane nodes, besides static request/reply messages. Thus, as the network scales up, the overhead grows. For 

synchronization purposes between a cluster of controllers, there is a significant overhead that should beconsidered 

in modelling the edge controller placement problem for industrial use cases. 

4. PROBLEMFORMULATION 

In this section, we formulate the problem of edge controller placement as an optimization problem. We consider a 

network of a diverse set of N B . This subset supports edge nodes which can host Virtual Process Function 

(VPF) an act as an edge controller. Not all edge nodes are active all the time, thus, we assume that K N active 

per time. This results in that K edge nodes generate PacketIN messages with arrival rate packets/time. The 
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probability of the 

generatedtrafficcanbeestimatedby .Thus,theexpectedvalueofthe 

generatedtrafficis wherevk{0,1}isadecisionbinaryoptimization 

variable to denote whether the edge node is available or not. This availability is justified by enough storage 

capacity to save virtual process image and enough power for execution. 

One of the important metrics to be considered in edge controller placement for industrial use cases is the 

reliability of the communication system. The network may fail due to the wireless 

linkgoesdownorthecomponentfailure.We considerbasicallya set ofL failurescenariosbased 

on the valid control paths, where the control paths are the logical links between the controllers or 

betweentheedgenodesandthecontrollersL◻{1,2, ,L}.Wedenoteby◻lthefailure 

probabilityofeachlinkbyusinggeneralizedparetodistributionasitproducesIndependent 

IdenticallyDistributed(IID)scenarios.Letusdenotebyhnk◻{0,1}abinaryoptimization variable that denotes whether a 

control path between edge node n and a controller at k exists or not. Hence, the expected value of invalid control 

paths 
 

Weconsiderabinaryoptimizationvariableynk{0,1}todenotewhethernodenisassignedtoa controller at node k( ynk = 

1) or not ( y nk = 0 ). Hence, the assignment policy canbe expressed as 
 

The assignment of an edge node to a controller induces a cost. This cost increases with the 

topologicaldistance.Wedenotednk0is thedelay (in millisecond)when noden isassigned to a controller at node k. 

The total assignment cost is expressed as follows 
 

zk 

Thecontrollersexchangealso,messagesbetweenthemforsynchronizationpurposes.Thereare 
twzoktypesofinter-controllerassociatedoverhead.Onetypeofthemisthatmessagesarebeing 

exchanged at a constant rate. The other type are messages exchanged at a rate depends on the 

controllertrafficload. wConstodenotemessagesexchangedatconstantratewhilew depo denotes controllers load 

dependent messages. These messages exchanged between controllers placed at node z and node k. We 

consider also x 
k
as a binary optimizationvariable to denote whether a controller placed at node k (xk1) 

ornot (x k 0). Thus, the placement policy 

 

The total overhead synchronization costs between a pair of controllers at node j and node k is given as follows 
 

 

Itshouldbeconsideredthateachnodenshouldbeassignedtoonlyonecontrollersuchthat 
 

Also, the controller can be placed at node k if and only if the sum of computing resource requirement does not 

exceed the generated traffic from node k. 
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In addition, the controller should be placed at node k, so that node n can be assigned to it, such that 

 

 

 

Based on the network operator preferences, the network operator can perform trade-off betweenthe 

different metrics. A weight value 0is used to balance the optimization problem. 

 

By increasing , more priority is given to the synchronization overhead cost. The edge controller 
placement problem can be expressed as follows 

 

The above optimization problem is a challenge problem as it contains discrete variables with objective function 

withquadraticandcubicterms. This problemisNP-Hard problem, as theedge controller placement depends on the 

topological distance between the controllers. 

 

5. OPTIMIZATIONALGORITHMS 

We begin by showing that for a given controller placement x, the optimal assignment policy y can be 

found. Denote x kis a controller placed at node k. The set of all possible locations for the controller, also 

called the ground set G 
 

A subset of elements X ◻G corresponds to a controller placement policy X. Let X n the binary representation of 

the set of controllers positions such that X ◻(x 1, x 2 ,..., x k ) , the objective function f can be expressed as a set 

function such that  
 

For a given controller placement at X, the optimal assignment is y. This leads us to a definitionof a set of 

functions. These functions called submodular function [20]. 

Definition: let G is the ground set, a set function is said to be submodular function 

if and only if, for two subsets A , BG and A B and every element that, iG \ B , it holds that, 
 

 
 

which means adding an element to a smaller set, resulting in that the respective gain expands. This is called 

themarginalvalue [21]. Themarginalvalue increaseswith the smallerset function [22]. 

We willshowinthe appendixthatthe objective function f(x)under certain conditionsonthe cost value is a 

submodular function As shown from the appendix that the total balanced cost function is submodular, we use two 

optimization algorithms to balance the different metrics and to minimize the overall cost. One algorithm is a 

Greedy algorithm. The algorithm proceeds in K iterations which corresponds to arbitrary order r1 ,r2, …..,rk of 

the ground set G. At each iteration, two solutions are maintained A and B. Also, the reliability of valid control 

paths is checked. Initially, A is assigned to 0 and B is assigned to G. At Kth iteration, the algorithm is either adds 

rk to A or removes it from B. This decision is done randomly and greedily based on the marginal value of each of 

the two options. The two solutions coincide and A=B after Kth iterations. Thus, the algorithm returns the optimal 

placement correspond to the minimum cost value. With that algorithm, we get a solution to the edge controller 

placement problem with an approximation that w dep is constant and identical for all cases The other algorithm is 

the Connectivity Ranking Algorithm (CRA) for comparison purposes of the obtained results [23]. The 

connectivity ranking algorithm sort the nodes in descending order according to their connectivity. The idea is to 
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repeatedly place a new controller at one of the k edge nodes and calculate the total cost Jtot until the next cost is 

higher than the current one. Then, we choose the current placement as the optimal one. 
 

 
 

6. EVALUATIONRESULTS 

In this section, we provide the results by running the proposed algorithms using real wireless network topology on 

Matlab software. We use MANIAC mobile ad hoc network in [24]. The network contains 14 nodes which allows 

us to execute the proposed algorithms in a reasonable time. We define the delay cost as the aggregate delay of the 

links of the valid shortest path. We set the delay of each link with average value 12.2 msec. We set the average 

probability of failure is 0.15 and the probability of estimated traffic is 0.65. We set w wconst 0.2*hops and w dep 

0.6*hops, where hops indicate the number of hops of the shortest path between the respective nodes. 

Figure 2 shows the relationship between the weight value and the total balanced cost Jtot. As shown form the 

figure, the greedy algorithm outperforms connectivity ranking algorithm (CRA) along the values of . 

Furthermore, the performance of Greedy algorithm exceeds connectivity 

rankingalgorithmatlargervalueofwheremorepriorityisgiventothedelayandreliabilitythan overhead synchronization 

cost. Figure 3 shows the number of controllers needed to be placed to optimize the controller placement problem. 

For lower values of ◻where minimum delay is preferred, the number of edge controllers is high to minimize the 

delay cost between data-plane nodes and edge controllers. While the number of edge controllers goes down when 

the synchronization overhead cost is preferred with large values of ◻, so that inter-controller communication is 

reduced. 
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Figure2.ThetotalbalancedcostagainstBetarange 

 

 

Figure3.ThenumberofcontrollersagainstBetarange 

 

7. LIMITATIONSANDFUTUREWORK 

The aforementioned work did not take into consideration the shape of traffic overheads. In the real world, 

different nodes generate diverse types of traffic that must be considered effectively. Also, the configured network 

has to support SDN configuration to be able to apply the optimization formula and submodularityconditions. In 

addition, the delayof eachlinkisassumed to be constant which is not the case in the real time for heterogeneous 

wireless sensor networks. In the future, we plan to investigate different delays for disparate links. 

Additionalmechanismsof forming a controller will be analysed. We will consider the interference and the 

congestion of the links in placing the edge controller in next generation WSNs. 

8. CONCLUSIONS 

In this paper, we addressed the edge controller placement problem for next generation wireless sensor networks. 

The problem was formulated as an optimization problem which is submodular function. We used 

Greedyalgorithm and Connectivity Ranking Algorithm (CRA)for findingthe optimal solution for the balanced 

problem. The evaluation results were shown and provided that 

GreedyalgorithmoutperformsConnectivityRankingAlgorithm(CRA)alongthevalueof weight value β. This paper 

provides an interesting optimization formula for industrial use cases thathelps significantly in standardization of 

next generation wireless sensor networks. 
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APPENDIX 

Basedonthattheweightedsumofsubmodularfunctionsisalsosubmodularfunction. 
 

 

Here, Js_Constand Js_depdenote the constant and the load dependent synchronization costs,respectively. J
R
denote the 

expected value of invalid control paths as the reliability metric. For a given node kK , load cost. Ja denote the 

total assignment cost that includes 

Let us consider two placement sets A and B where A B G , where G is the ground set that contains all possible 

values of controller placement. We add an element x kG \ B to both placement sets. 

Forthefunction Js _ConstandtheplacementsetA,themarginalvalueofaddinga controller at node m,x m 

 

 

If were place A with placement set B,the marginal value decrease.Hence, theabove function is submodular 

function. 
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1) For the invalid control paths function, byaddinginvalidcontrolpathbetweennode n and m to the 

function, the marginal value decrease with placement set B. 
 

Hence,thefunctionissubmodular. 

 

2) Fortheassignmentfunction,withtheplacementsetA,wherenodenisassignedto controller at node m the marginal 

value is 
 

 
 

Thus,themarginalvaluedecreaseifwereplaceAwiththeplacementsetB. 

 

3) ForthefunctionJs_dep,withplacement setA,themarginal valueofaddingacontroller 
dep 

atnodem,xmisw whichisindependentoftheassignmentpolicywiththeassumptionofthat 

itsvalueisconstant. So, the function is also submodular. 
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